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Section 1M: System Administration Commands

Entry Name(Section): name Description
INTrO(AM) oo introduction to system maintenance commands and application programs
accept(1IM):  acCept , FEJECL  ..oiiieiiiiiiiiiie e e e e e e e e e e e aeees allow or prevent LP printer queuing requests
acct(1M): acctdisk , acctdusg , accton ,

ACCIWEMP e overview of accounting and miscellaneous accounting commands

acctcms(1M):  aCCtCMS  ..ooeeevvieiiiiee e e command summary from per-process accounting records
F=Tetox oto) 0 (@ R\Y/ ) SR UoTex £o7o ] 1 KPP search and print process accounting files
acctcon(IM):  aCCICONL |, ACCICONZ  ...uuiieeieeiiiiiee e e e e eetie e e e e e eetta e e e e e e eataa e e e e eeananaaaeaes connect-time accounting
acctconl :  cONNECE-TIME ACCOUNTING .ovvvuuueeeeiiiiiiie e e e e ettt e e e e e e et e e e e e e eaaae e e e e e eeaannaaeeeeeeannnnns see acctcon(1M)
F=Totw (oo o V2NN o) o T o o Tox o 0 g T=TR- Uotto ] U o ] Vo O see acctcon(1M)
acctdisk : miscellaneous accounting command .. see acct(1M)
acctdusg : miscellaneous accounting command .. see acct(1M)
F= Tood w g =T oo [ LY ) = oot 11 T (o PP merge or add total accounting files
accton : miscellaneous accounting CoMMANT ........coooiiiiiiiiiiii e see acct(1M)
acctprc(1M): acctprcl , acctprc2 ..o .. process accounting
acctprcl @ CONVErt ProCesS ACCOUNTING ...evvrririiiiiiiiiiiiiiietieeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeees see acctprc(1M)
acctprc2 @ SUMMArize ProCess ACCOUNTING .....vviriririiriiiiiiiiiiiieeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeees see acctprc(1M)
acctsh(1M): chargefee , ckpacct , dodisk , lastlogin ~ , monacct , nulladm , prctmp , prdaily

prtacct , shutacct , startup ,turnacCct  .........cccccccvoiiiiiiiiiiiiiiiiiiiieees shell procedures for accounting
acctwtmp : miscellaneous accounting ComMMaNd ..........coooeiiiiiiiiiiie e see acct(1M)
AMBOSTIVI(IM):  AMBOSIVE .ottt ettt e ettt e e e e ee et e eeeeeeeeeeeeeeees disk array server daemon
amCTg(IM):  @MCIG  .oeieeiiiiiiiiiiiiee s manage LUN configuration on disk array
amdload(1M): amdload . download new firmware to disks and controllers
amdsp(IM):  @MASP .eeeeviiiiiiiiiiiiiiiiiieieeeeee e display status and configuration of disk array
AMFMT(LM):  @IMFME Lo disk format
amlog(IM):  @mlOg ..ooooeiiiiiiii display controller entries for disk array
ammgr(1M): ammgr ..... ... manage operating characteristics of disk array
amutil(IM): amutil ................ .. disk array management functions

ARMSErVEr(IM):  ARMSEIVEL ...ooiiiiiiiiiiiiiiieieteeeeeteeeee et ettt eteeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee disk array server daemon
arp(IM):  arp ...eveeeveiiiieeennns .. address resolution display and control
arrayCfg(IM):  @rrayCfg ..o configure LUNSs and physical disks
arraydsp(IM): arraydsp  .....ocooeeiiiiiieeeeeeiiennn display the status and operating configuration of the disk array
arrayfmt(IM): arrayfmt e formats a LUN or an entire disk array
arrayinfo(1M): arrayinfo BTSSP PPTPTR P SPPPPPPIN describe disk array characteristics
arraylog(IM):  arraylog  ooooeeeeiiie e accesses and clears disk array logs
arraymgr(1M): arraymgr ... .... manages the operating environment of the disk array
arrayrbld(IM): arrayrbld ..o controls rebuilding of disk array
arrayrecover(1M): arrayreCoVer  ......cccvoiiieeeeeeerniiinaaees reconstructs data mapping and array configuration
arraysCan(1M):  ArTAYSCAN  ...cccciiiiiiiiiee e e e ettt e e e e e et e e e e e e e e eeenes search system for disk arrays
asecure(1M): asecure . control access to HP-UX Audio
ASEIVEE(LIM):  @SEIVEL ittt e ettt oottt e e et ettt oo e e et e e th e e e e et e e th e e e e et e eea e e e et entn e eeeeeees Audio
audevent(1M): audevent ...........oiiiiiiieiiii s change or display event or system call audit status
audisSp(IM):  AUAISP  ooeeeerieiiee e display audit information as requested by parameters
AUdOMON(LIM):  QUAOIMON ....uuiiieiiiiiiii ettt e et e e e e e e e eeene audit overflow monitor daemon
audsys(1M): audsys ....... start or halt the auditing system and set or display audit file information
AUAUSE(LM):  BUAUSE ettt e ettt e e e et e et e e e e e e et e e e e e e e nrna e ees select users to audit

authck(1M): authck .................. check internal consistency of Authentication database
automount(1M):  AUtOMOUNT  ...cooiiiiiii e automatically mount NFS file systems
automountd(1M):  AUIOMOUNTA  ...coooiiiiii e e autofs mount/unmount daemon
autopush(1M): autopush ................... manage system database of automatically pushed STREAMS modules
auto_parms(1M): auto_parms ........ccccceeeeeeeeiiiiiiineeeeeeeiennnn Initial system configuration/DHCP support script

backup(IM):  DaCKUD ..ot backup or archive file system
bdf(1M): bdf ... ... report number of free disk blocks (Berkeley version)
biod @ NFS DIOCK 1/0 DAEMONS ...ttt e e et e e e e e enea e e e eeeenes see nfsd(1M)
JoTeTo) (/1Y ) R o To o | AP O PP P TP TR USUPPPPPINN bootstrap process
DoOtPA(IM):  DOOLPA ..o Internet Boot Protocol server
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bootpquery(1M): bDOOIPQUETY ..o send BOOTREQUEST to BOOTP server
cachefsstat(1M): cachefsstat e et ettt eeeeeetet e eeeeeet— e eeeaar e aaaaaa cache file system statistics
captoinfo(1M): captoinfo  ........... ... convert a termcap description into a terminfo description
[o= g g =T TV ) o 111 - U RS create the cat files for the manual

CHl(AM):  Cfl configure a SCsSI disk array LUN
cfsadmin(1M): cfsadmin administer disk space used for caching file systems with CacheFS statistics
chargefee : shell procedures for accounting, charge fee t0 USer ...........cceeeeeiiiiiiiiiiieeeeciiiceeeeeas see acctsh(1M)
(o3 0] o To) (@ R\Y, ) B o1 ] (o o SR change root directory for a command
(o] o T (o] Y/ Ao o 1 o2 PPN change system configuration file
ckpacct : shell procedures for accounting, check size of accounting file ...........ccccooeveeiiiiiiiinnens see acctsh(1M)
[ 1 T ) | RPN clear inode
clrsvc(1M): clrsve clear x25 switched virtual circuit
[oZe] g o @R\ ) HH oo 1 o PP configure and build an HP-UX system

convertfs(1M): convertfs  ...........
convert_awk(1M): convert_awk

.... convert a file system to allow long file names
.. converts old sendmail.cf files to new format

(o7 o T CY (Y ) R o] o -1 PN install object files in binary directories
crashconf(IM): crashConf ... e configure system crash dumps
crashutil(IM): crashutil ... e e manipulate crash dump data
create_sysfile(1M): create_sysfile .. create a kernel system file
CrON(LIM):  CTOM oo timed-job execution daemon
cuegetty(IM):  CUEQEIY  .oiiiiiiiiiiiiiiiiiieie ittt eeeeeeaees set terminal characteristics for cue
dCC(IM): dCC oo controlling caching on HP SCSI disk arrays
[ [oTo] o)/ RV, ) I (7o ] Y/ SUPPPSPT copy HFS file system with compaction
[0 L3V 0 T T RV R« [=1Y/ o o PN device name

AF(IM):  df e report number of free file system disk blocks
df_hfs(IM): df . report number of free CDFS, HFS, or NFS file system disk blocks
df_vxfs(IM):  df oo report number of free disk blocks on VxFS file system
dhcpclient(1M): dhcpclient ... .... Client for Dynamic Host Configuration Protocol Server

dhcpdb2conf(1M):  dhcpdb2CONf — ......oiiiiiiiiiiiiiiiiiiiii DHCP client database converter

dhcptools(1M): dhcptools — .......... comand line tools for DHCP elements of bootpd
diskinfo(1M): diskinfo ... .... describe characteristics of a disk device
diskseCnN(IM):  dISKSECN  ...uiiiiiiiiiiiiiiiiiii it calculate default disk section sizes
diskusg(IM):  diSKUSG  .oooeeiiiiiii generate disk accounting data by user ID
AIF(AM): dIf e download firmware to an HP SCSI disk array
dmesg(1M): dmesg collect system diagnostic messages to form error log
dodisk : shell procedures for accounting, perform disk acCouNnting .........cccccevvvvviiiiiieeeeriiiiiinneeens see acctsh(1M)
download(IM): download .......ccccceeviiiiiiiiiee e download new controller or disk firmware
dpp(1M): dpp .... dedicated ports parser used by DDFA software
Arivetest(IM):  driVEIEST oo e e e e e e e e e e et e e e e e aaa e aaas test a disk in the array
ASP(LIM):  ASP coiiiiiiiiiiii i display status of an HP SCsI disk array
dteststat(1M): dteststat . display the results of disk testing, or cancel testing
dump(IM):  dump, FAUMP oo e e e e e e e e e e e e e e e e e e eeaennaaaees incremental file system dump
dumpfs(1M): dumpfs ........ .... dump file system information
[=To Lo 8 To] =TGR\, ) HRN =T o 11 [o] - R SSPPSS edit user quotas
eisa_config(1M): eisa_config e eeee ettt eeeeeeeettaeeeeeeatt e eeeeetttaaeaeaerraaaes EISA configuration tool
(=10 e [V, ) A= 0 1Yo PPN system physical environment daemon
exportfs(1M): exportfs . export and unexport directories to NFS clients
extendfs(IM):  eXtENALS ... aaane extend file system size

extendfs_hfs(1M): extendfs
extendfs_vxfs(1M): extendfs

.... extend HFS file system size
... extend VXFS file system size

Thackup(IM):  fhACKUPD  .oiiiiiiiiiii s selectively back up files
femsutil(IM):  fEMSULIL oo fibre channel diagnostic utility
fdetach(1M): fdetach ......ccccoiiiiiiiiiiiiii detach a STREAMS-based file descriptor from a filename
(M) list file names and statistics for file system
ff_hfs(1M): list file names and statistics for HFS file system
fVXFS(IM): fast find: list file names and statistics for VxFS file system
fingerd(IM): fingerd ..o remote user information server
fixman(1M): fixman ...... . fix manual pages for faster viewing with man(1)
format(IM):  fOrmat ..o format an HP SCsI disk array LUN
TrecoVEr(IM):  frECOVEI oo e e e e e e e e et e e e e e e aa it e e e e e eaennnnnns selectively recover files
freedisk(IM):  fre@AISK oot e e et e et a e e e recover disk space
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frupower(1M): frupower ......cccooeevviiiiiiieeeeeeeieennn. turn on/off power or display status for cells and 1/O chassis
BEST=To Lo a1 1Y ) R £ Uo {3 o PN file system administration command
fsadm_hfs(1M): fsadm_hfs ... HFS file system administration command
fsadm_vxfs(1M): fsadm ....... .... resize or reorganize a VxFS file system

fscat_vxfs(1M): fscat
fsck(IM):  fSCK ovvviiiieeeiiiiiicie e,

........................ cat a VXFS file system
.. file system consistency check and interactive repair

fsck_cachefs(1M): fsck_cachefs e check integrity of data cached with CacheFS
FSCK_VXTS(IM):  TSCK  ooeeeiiiie e e e e e check and repair VxFS file systems
fsclean(1M): fsclean  .....cccoooiiiiiiiiiieeiec e determine shutdown status of specified file system
BESTe | oY/ ) R £ | o SRR file system debugger (generic)
fsdb_hfS(IM):  fSAD oo HFS file system debugger

fsdb_vxfs(1M): fsdb
fsirand(1M): fsirand
fstyp(1M): fstyp

ftpd(IM): ftpd ......
fuser(IM): fuser ......cccccoeeeees

..................... VXFS file system debugger
. install random inode generation numbers
.. determine file system type
................... file transfer protocol server
. list processes using a file or file structure

fwtmp(IM):  fwtmp , WIMPFiX oo manipulate connect accounting records
[ F= X =To 1Y) o - =T o [ EPPN gateway routing daemon
[o e Lo @R 1Y, ) o o [P PP PP PPPPPPPPPPPPPPPPPRE operations user interface for gated
geocustoms(1M): geOoCUSIOMS  .....covvivvviviiiiiiiiiiiiiieeieees configure system language on multi-language systems
getext(1M): getext get extent attributes (VxFS)
getmemwindow(1M): getmemwindOW ..........ccccccevviiiiiiiiiiiiiiiiiiiiiiiiiiiieeeeeeens extract window ids from processes
GEtPrPW(LM):  GEIPIPW oot display protected password database
getty(1M): getty  ......... . set terminal type, modes, speed, and line discipline
GEEX25(IM):  GBIX25 oo get x25 line
groupadd(IM):  groupadd ..........eeeeeeeeeeeie add a new group to the system
groupdel(IM):  groupdel ... delete a group from the system
groupmod(1M): groupmod .. .... modify a group on the system
grpck : group file ChECKETr .......oooiiiiiiiiiiiii e see pwck(1M)

hosts_to_named(1M): hosts_to_named translate host table to name server file format
hpux(1M): hpux ... .. HP-UX bootstrap and installation utility
i4admin(IM):  i4admMin  ..oooeiiiiiiiiiii administer LicensePower/iFOR licensing
TAIMA(IM): MO start license server
TASTArt(LM):  JASTAMT o LicensePower/iFOR server start tool
i4stop(1M): i4stop LicensePower/iFOR server stop tool
i4target(1M): i4dtarget .. print information about local LicensePower/iFOR target id

TATV(LIM): ALV e verify Network License Servers are working
[Tel=T o) o [GH\Y, ) N 1o (= o1 (o [PPSR PPPPTRPRRRPNY TCP/IP IDENT protocol server
ifconfig(IM):  ifCoNfig oooeerii e configure network interface parameters
INETA(LIM):  INELA oot e et e e e et et e e e e e eneaaanes Internet services daemon
inetsvcs_sec(1M): inetsvcs_sec F PP P OPPPPPPTRR enable or disable secure internet services

iNnfocmp(IM):  INfOCMP oo compare or print out terminfo descriptions
TNTE(LM):  INIE e ettt e e e et e e e e e e et e e e e e enenaaans process control initialization
insf(IM): insf ... .. install special (device) files

INSTAII(IM):  INSTAIl e e ettt e e e e et e e e e e e e et e e e eeeeees install commands
install-sd(1M): install-sd . .. install Software Distributor (SD)
TOINIT(LM):  TOINIE e et e et e ettt e e e e e e et e eeeenees initialize 1/0 system
Lok Tor=T o T\ N (o 1T | o PP SUPPPPPTRR scan the 1/0 system
LS\ S £ RPN initial system loader
itemap(1M): itemap ............ .. load a keymap into the Internal Terminal Emulator (ITE)
KeyenVOY(LM):  KEYENVOY  ..oooeiiiiieeeiiieiiiiee e e e ettt e e e e e eeata e e e e e eaaan s e e e e e eaaennnaeeaaaenes talk to the keyserv process
KEYSEIV(L1):  KEYSEIV e e et e et e e et e e e e e e e e e server for storing private encryption keys
L1 = LAY S 211 - 1 P kill all active processes
Killsm(IM):  KIillSM oo kills the sendmail daemon
kI(IM): Kk control kernel logging
Kmadmin(IM):  KMadMin ..........ueeeeieiieiii kernel module administration
kminstall(IM):  kminstall ... add, delete, update a kernel module
kmmodreg(1M): kmmodreg ................ register or unregister loadable kernel modules with the running kernel
kmsystem(1M): kmsystem .........cccooiiiiiiiii set, query configuration and loadable flags for a module
Kmtune(IM): KMEUNE ..o query, set, or reset system parameter
kmupdate(1M): kmupdate ..........ccoooiiiiiiiiii update default kernel files or specified kernel modules
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LT [ Y PP kernel registry services daemon
krs_flush(1M) .. flushes kernel registry services data to disk
labelit :  label for VXFS file SYSTEM ......iiiiiiieies e see volcopy_vxfs(1M)
labelit - copy file systems with label checking ...........ccooiiiiiiiiiii e see volcopy(1M)
labelit - copy file systems with label checking .........ccooooiiiiiiiiie e, see volcopy_hfs(1M)

lanadmin(IM):  1anadmin ..o local area network administration
lanscan(IM): [aNSCAN  .....oovviiiieiiiiiiie e display LAN device configuration and status
lastlogin ~ : shell procedures for accounting, show last login date ............ccccoeeeeviviiiiieeeeeceennnnnn. see acctsh(1M)
libcadmin(IM): lIbcadmin ..o libc administration command
link(1M): link , unlink ....... .. execute link()  and unlink() system calls without error checking
linkloop(1M): linkloop ... verify LAN connectivity with link-level loopback
localedef(1M): localedef .o generate a locale environment file
o T 2o 1Y/ ) N o T (o PSSP network lock daemon
oo 11 1T (Y ) N oo 111U display system and user login data
logprint(IM): 1ogprint i formats and prints contents of ARMServer log files
[FoX=To La T T,V B | o - To 2111 o PN configure the LP spooling system

Ipana(IM): Ipana ......ccccooveviviiiiiiineeens print LP spooler performance analysis information

Ipfence : set LP scheduler priority feNCe ...........oiiiiiiiiiiiiie e e see Ipsched(1M)
Ipmove :  MOoVe LP SChedUIET FEOQUESTS ..........uuuiiiiiiiiiiiiiiiiiii s see Ipsched(1M)
Ipsched(1M): Ipshut , Ipfence , Ipmovelpsched ...... start/stop the LP request scheduler and move requests
Ipshut :  StOP LP SCHEAUIET FEQUESTS ......uuiieeiiiiiiie e et e e e e e e et e e e e e e eaae e e e e e e eanennnns see Ipsched(1M)
Isdev(1M): Isdev .. list device drivers in the system
LIS 11 T 7 PPN list a special file
lvchange(1M): Ivchange ..... ... change LVM logical volume characteristics
lvcreate(IM): Ivereate ..o create logical volume in LVM volume group
Ivdisplay(1M): Ivdisplay — ......oovieiiiiiiiiiiiiiiiiiiiiii display information about LVM logical volumes
lvextend(1M): Ivextend ..... . stripe, increase space, increase mirrors for LVM logical volume
Ivinboot(1M): Ivinboot .. prepare LVM logical volume to be root, swap, or dump volume
Ilvmerge(1IM): Ivmerge .....ccccccovviiiiiiiiiiiiiiiiiiiiiieeieeens merge two LVM logical volumes into one logical volume
Ivmmigrate(1M): Ivmmigrate . prepare root file system for migration from partitions to LVM logical volumes
Ivreduce(1M): Ivreduce .......ccccceviiiiiiiiiiiiiiiiiiieiees decrease physical extents allocated to LVM logical volume
Ivremove(IM): IVIremove  ....oooooiiiiiiiiiii remove logical volumes from LVM volume group
Ivrmboot(1M): Ivrmboot ................. remove LVM logical volume link to root, primary swap, or dump volume
Ivsplit(IM): Ivsplit .o split mirrored LVM logical volume into two logical volumes
IVSYNC(IM) : IVSYNC  ooiiiiiiiiiiiiieeeeeeeeeeeeeee e synchronize stale mirrors in LVM logical volumes
makedbm(1M): makedbm ...........cccooiiii make a Network Information System database
makemap(IM):  MAKEMAP .....uuuuuiiiiiiiiiiiiiiiiiiiiiiii e creates database maps for sendmail
map-mbone(1M): map-mbone, .. multicast router connection mapper
INC(LM) . NG e media changer manipulation utility
mkboot(1M): mkboot , rmboot ... install, update, or remove boot programs from a disk device
MKFS(LIM):  MNKES Lo construct a file system (generic)
mkfs_hfs(1M): mkfs .... .... construct an HFS file system
MKFS_VXTS(LIM):  IMNKFS Lo construct VXFS file system
mklost+found(1M): mklost+Hfound ... make a lost+found directory for fsck(1M)
MKNOA(IM):  MKNOG ..o create special and FIFO files
mkpdf(1M): mkpdf .... . create Product Description File from an input
MKST(IM):  MKST make a special (device) file
mk_kernel(1M): mk_kernel uild a bootable HP-UX kernel or kernel module
MOAPrPW(LM):  MOAPIPW ..ttt modify protected password database
monacct : shell procedures for accounting, create accounting SUMMArY ...........ccccccccveeenennnnnnnn see acctsh(1M)
MOUNt(IM):  MOUNE, UMOUNT ...uuiiiiiiiiiiiiiiiiiiiiiiiiiiiiii e mount and unmount a file system
mountall(1M): mountall , umountall . mount and unmount multiple file systems
MOoUNtd(IM): MOUNE .cooeeiiiiiee e NFS mount request server
mount_cachefs(1M): mount_cachefs ... mount CacheFsS file systems
mount_cdfs(1M): mount, UMOUNE ........cooeiiiiiiiiiiie e mount and unmount CDFS file systems
mount_hfs(1M): mount, umount ... .... mount and unmount HFS file systems
MOUNT_IOFS(IM):  MOUNE ... e e e e e eeees mount an LOFS file system
mount_nfs(1M): mount, umount ..... . mount and unmount NFS file systems
mount_vxfS(IM): mount, UNMOUNT .........coiiiiiiiiiiiie e e e mount and unmount VxFS file system
mrinfo(1M): mrinfo , ... .... multicast routing configuration information tool
Mrouted(IM):  MIOULEA  ...coeiiiiiiiiie et e e e e e e en e IP multicast routing daemon
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MEAI(IM): MR e e displays the last part of the mail log
mvdir(1M): mvdir move a directory
Q=TT Vo) o 1Y, ) B 4T = =T | PP Native Agent Adapter for SNMP
Lo F=LaaT=To [NV ) N o= 14 Yo PP Internet domain name server

named-xfer(1M): named-xfer
ncheck(1M): ncheck ...............

. ancillary agent for inbound zone transfers
generate path names from inode numbers

ncheck_vxfs(IM): ncheck ......cccccoceeiiieeviiinnnnnn. generate pathnames from inode numbers for VVxFS file system
LT Lo 160 ) R o To o P network tuning
netfimt(1M): netfmt .... format tracing and logging binary files
L= AV A =Y | USSP control network tracing and logging
nettlconf(IM): nettlcont i configure tracing and logging commands
newaliases(1M): newaliases ... rebuilds the database for the mail aliases file
NEWAITAY(LM):  NEWAITAY  ceeevvrruueeeeeeiettiaaeeeeeeaesnaeeeeeatennaaeaeeeaennaeeeeesnnnaaeeeeessnnaaeaaeeenes make a special file
NEWTS(LIM):  NEBWES  Loeiiiiiiiiiiie e e e et e e e e e e et e e e e e e eaaana e e eeeeaesennnns construct a new file system
NEeWTFS_NTS(IM):  NEWTS oo e e e et e e construct a new HFS file system
Newfs_VXFS(IM): NEWTS_ VXIS oo e e e construct new VXFS file system
newkey(1M): newkey ............. create a new key in publickey  database file
Lo Yo (Y A o o o B o1 PPN NFS daemons
nfsstat(1M): nfsstat .............. .... Network File System statistics
nisaddcred(1M): niSAddCred  ....oooeiiiiii i create NIS+ credentials

nisaddent(1M): nisaddent
nisclient(1M): nisclient

.. create NIS+ tables from corresponding /etc  files or NIS maps
. initialize NIS+ credentials for NIS+ principals

NiSd ' NIS+ SErVICE dABMON ..o see rpc.nisd(1M)
nisd_resolv. ;' NIS+ SErvice daemOon .........ooooiiiiiiiiiiii see rpc.nisd(1M)
NISINIE(IM):  NISINIE oo NIS+ client and server initialization utility
Nislog(IM):  NiSIOg  .oooiiiiiiiiiiiiii display the contents of the NIS+ transaction log
nispasswdd() : NIS+ password update daemon ...................eeeeiieeiiiiiiiiniiei. see rpc.nispasswdd(1M)
NISPING(IM):  NISPING  coeieiiiiieeee e send ping to NIS+ servers
nispopulate(1M): niSpopulate  ........ccccccoiiiiiiiiiiii populate the NIS+ tables in a NIS+ domain
NISSErVEr(IM):  NISSEIVET iiiiiiiiiiiiiiiiiieee ettt eeeeees set up NIS+ servers
NISSETUP(IM):  NISSEIUP  coiiiiiiiiiiiiiiiiiieeee ettt initialize a N1S+ domain
nisshowcache(1M): nisshowcache .................. NIS+ utility to print out the contents of the shared cache file
NISStat(IM):  NISSTAL oo report NIS+ server statistics
nisupdkeys(1M): nisupdkeys ........ccccccooiiiiiiiiiiiiiis update the public keys in a NI1S+ directory object
nis_cachemgr(1M): nis_cachemgr .... maintains a cache containing location information about NIS+ servers
NEpdate(IM):  NIPAAIE oo set time and date via NTP
NEPG(IM):  NEPG oo Network Time Protocol query program
nulladm : shell procedures for accounting, create null file .............cccccooiiiiiiiiiiiiiiiiie see acctsh(1M)
OCA(LIM):  OCO .eeeiiiiiiiiiiiiiiiieeeeee ettt outbound connection daemon used by DDFA software
ocdebug(1M): ocdebug .. . outbound connection daemon debug utility used by DDFA software
OPX25(LM):  OPX25  eiiiiiiiiieiieee ettt ettt ettt et e e e e e e treaeaaaes execute HALGOL programs
ospf_monitor(IM): 0Spf_MONiItor ... monitor OSPF gateways
OWNEIS(LM):  OWNEIS  ..oiiiiiiiiiiiiiiiiiiiiiiiiii e lists owners of outgoing network connections
parcreate(1M):  PAICTEAE  ....eiiiiiiiiiiiiiiiiiiiiiiie ettt ettt ettt ettt ettt e et ee e et e eeeeeeeeeeeeeeeeeeeeeeeeeeeeees create a new partition

parmgr(1M): parmgr ...
parmodify(1M): parmodify

............... partition manager
... modify an existing partition
parremMove(1M):  PAITEMOVE  ..oooiiiiieeieiiiiie e ettt e e e et e e e e ee et e e e e e ennniaaees remove an existing partition
parunlock(1M): parunlock . unlock Stable Complex or Partition Configuration Data
penfsd(IM):  rpe.penfSd oo PC-NFS authentication and print request server
PCSErVEr(IM):  PCSEIVEL oot Basic Serial and HP AdvanceLink server
PAC(LIM):  PAC et e e e e e n e processor-dependent code (firmware)

pddcesetup(1M) ... . configure DCE for the HP Distributed Print Service
PAfCK(IM):  PAFCK oo compare Product Description File and file system
pdfdiff(IM):  pdfdiff o compare two Product Description Files
pdgwcfg(l): pdgwcfg ...ooooeeeeneennn. displays the text and description of a HPDPS message at the command line
PASTArTCHENT(LIM) ..ottt eeeeeees start the HPDPS client daemon
PASTANTSPI(LM) oo create or restart an HPDPS spooler
pdstartsuv(1M) ..... ... Ccreate or restart an HPDPS supervisor
PASTOPA(LIM) oottt e et e e e e enaes stop the HPDPS client daemon
o1 ESTe [0 1Y) R o] £ PP PSSP PP PP SPPPPPPPNN PFS daemon

011570 W g'o o = i Sl e F= =T 1 ¢ o] o KPP PUUPPPPPPTRR see pfsd(1M)
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pfs_exportfs(1M): pfs_exportfs  .ooiiiiiiiiiii e export and unexport directories to PFS clients
pfs_mount(1M): pfs_mount mount and unmount CD-ROM file systems
pfs_mountd(1M): PfS_MOUNIA  ..cooiiiiiiiie e e e e e e PFS mount request server
pfs_mountd.rpc  : PFS MOUNT rEQUEST SEIVEL .....uiieiiiiiiiiiiieeeeeeiiiiiee e e e e eeaianse e e e eeanennneaeas see pfs_mountd(1M)
pfs_umount : unmount CD-ROM file SYSTEMS .........ciiiiiiiiiiiiiie e e see pfs_mount(1M)
PING(AM):  PING  cooeeeeeieciee e send echo request packets to a network host; test host availability
power_onoff(IM):  POWEr_ONOff ... timed, system power on/off
prctmp : shell procedures for accounting, print session record file ...........ccccooeeiiiiiiiiiin e, see acctsh(1M)
prdaily : shell procedures for accounting, print daily report ........... . see acctsh(1M)
prtacct : shell procedures for accounting, print accounting file ..........ccccccooiiiiiiiiiiiiiin e, see acctsh(1M)
PSCAN(LM):  PSCAN  eieeeeiiiiiie e eee e e e e e e e e e e araan e scan HP ScslI disk array LUNs for parity consistency
pvchange(1M): pvchange change characteristics and access path of physical volume in LVM volume group
PVCK(IM):  PVCK oo check or repair a physical volume in LVM volume group
pvereate(IM): PVCIEALE  .....coveeeeeveiiiiieeeeeeeiiie e e e eeaeeennns create physical volume for use in LVM volume group
pvdisplay(1M): pvdisplay  ....cccooviiiiiiiinnnnn. display information about physical volumes in LVM volume group
pvmove(1M): pvmove ........... move physical extents from one LVM physical volume to other physical volumes

PVIEMOVE(LM):  PVIEIMOVE ..oeoviiiiiieeeiieiiiie e e e e e ettt e e e e e et s e e e e e aeannn e e e e eeaeennnns remove an LVM physical volume
PWCK(IM):  PWCK, OIPCK oo ee et e et e e e e e et e e e e e eeaaaneeeeeeanes password/group file checkers
PWCONV(LM):  PWCONV ittt e e e e e e e eeeeeeees update secure password facility
pwgrd(1M): pwgrd ............ .... password and group hashing and caching daemon
pwgr_stat(1M): pwgr_stat .. password and group hashing and caching statistics
(o 18 Lo {11 ) o ¥ o AP P PP PP PPPPPPPPPPPPPPPPPRE summarize file system ownership
quotacheck(1M): quOtAChECK  .......oovviiiiiiiiiiiiiiiiiiieieeeeeeeee e file system quota consistency checker

quotacheck_hfs(1M): quotacheck_hfs PP hfs file system quota consistency checker
quotacheck_vxfs(1M): quotacheck_vxfs — .......cccooiiiiiiiiiiinnnnn. VXFS file system quota consistency checker
quotaoff : turn file system quOtas off ... see quotaon(1M)
quotaon(1M): quotaoff , quUOtAON ....ccooiiiiiiiiiii turn file system quotas on and off

quot_hfs(IM): quot .........cccceeeierennnn. . summarize HFS file system ownership
QUOE_VXTS(IM):  QUOT oottt e e e e e e eeeeeeeees summarize file system ownership
rad(IM): rad .............. ... perform OLA/R functions without any comprehensive checks
rarpPC(IM):  TAIPC  coiiiiiiiiiiiiiiiiiii ettt Reverse Address Resolution Protocol client
=g o Lo {6V B -V oo [N Reverse Address Resolution Protocol daemon
rbootd(IM):  1hoOtd oo remote boot server
rc(AM): rc ..o .. general purpose sequencer invoked upon entering new run level
rcancel(IM): rcancel ... remove requests from a remote line printer spooling queue
FAPA(IM): AP router discovery protocol daemon
rdump: incremental file system dump across NEtWOrkK .............cooooiiiiiiiiiiiiii see dump(1M)
reboot(IM): reboot ... . reboot the system
reject : prevent LP printer QUEUING FEQUESTS ........uuuuiieeiiiiiiiiie e e e et e e et e e e e eee e e e e eeeee see accept(1M)
remshd(IM):  reMSNA ..o e e et e e e remote shell server
renice(1l): renice .............. .. alter priority of running processes
repquoOta(IM):  FEPOUOLA  ...ceeeeeiiiiiiee e e et e et e e e e e e e e e e e e e enennanas summarize file system quotas
restore(1M): restore , Irestore  ........eeeiiiiiieeens restore file system incrementally, local or over a network
reVCK(IM):  TeVCK ..o check internal revision numbers of HP-UX files
FEXA(LM):  TEXA oottt e e et e e e e e rnn e RPC-based remote execution server
FEXECA(LM):  TEXECA oottt e ettt e e e e et e e e e e e e e a e e e e e enneaaans remote execution server
FIPQUENY(LM):  FIPQUEIY oottt e ettt e e e e e et e e e e e e an b e e e e e e ennnaans query RIP gateways
rlogind(IM):  FlOGINA oo e e et e et e e naaaas remote login server
FIPD(IM):  FID e send LP line printer request to a remote system
rlpdaemon(1M): rlpdaemon line printer daemon for LP requests from remote systems
ripstat(IM): rlpstat ..o print status of LP spooler requests on a remote system
rmboot - install, update, or remove boot programs from a disk device ..............ccccoviiiiiiiiiiinnnnnn. see mkboot(1M)
rmsT(LM):  IMST e remove a special (device) file
FME(LIM): M e e e e e e remote magnetic-tape protocol module
FOUTE(LIM):  TOULE ettt e e et eeeeeeees manually manipulate routing tables
rpc.nisd(1M): rpc.nisd_resolv ,Nisd , NiSd_resolv. .. NIS+ service daemon
rpc.nisd_resolv T NISH SErVICE dABIMON ... e see rpc.nisd(1M)
rpc.nispasswdd(1M): rpc.nispasswdd() , hispasswdd() ... NIS+ password update daemon
rpc.penfsd @ PC-NFS authentication and print request SEIVEr .............coieeeviiiiiiiiieeeeeeiiiiieeeeeas see pcnfsd(1M)
rpc.ypupdated @ hex encryption and utility roUtineS .............coooiiiiiiiiiiiiiiiiii s see ypupdated(1M)
rpcbind(1M):  rpehind ..o universal addresses to RPC program number mapper
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Lo Tod 1o (] (/1 ) N o Yo 101 { TSRS report RPC information
rpr(1M): rpr repair parity information on an HP SCSI disk array LUN
(o [T} = Lo [(H\Y, ) N (o [¥ o) o [N SPPPPN remote quota server
rrestore  : restore file system incrementally over a NETWOIrK ..........coovviiiiiiiiiiiiiiiiie e see restore(1M)
rstatd(IM): rstatd  ..oooovviiieeeee e .. kernel statistics server
BT g F= Totox (1Y, N (14T Vo o SRS run daily accounting
LB ET=T o [ AV 1 FT= o P UEPRS network username server
rvxdump :  incremental file system dump across NEtWOrK ...........ccoevieviiiiiiiiiie e see vxdump(1M)
rvxrestore  :  restore file system incrementally across Nnetwork ..........ccccoeevvvvviiiineeeneennnnnnn. see vxrestore(1M)

rwall(IM):  rwall .... write to all users over a network
rwalld(1M): rwalld .. network rwall server
L1V o To Yo [ RV, HE 411 s o T PN system status server
sal(1M): sal,sa2,sadC ................. . system activity report package
sa2: system actiVity repOrt PACKAGE .........euuuiiiieiiiiiiiie e e e et e e e e et e e e e e e et e e e e e e aeaanaeeeeeeannnnnns see sal(1M)
sadc : system activity report PACKAGE .........uuiiiiiiiiiiiiii e e see sal(1M)
SAM(IM):  SAM .evviiieeieiiiiice e .. system administration manager

LT L (1Y) A=Y L USSP system activity reporter
savecrash(1M): savecrash ... save a crash dump of the operating system
SCN(IM):  SCN oovvieiiiiiiiieiieieeeees scan HP ScCsI disk array LUNs for parity consistency
L] Lot o [ ) R T o1 1 SRR control a SCSI device
sd:  create and MONITOE JODS ......uuuieeieiiiiiie e e e e e e et e e e e e e ea s e e e e e eeaas e e e eeeeeesnaaeeeeeennnnnns see swjob(1M)
see(1M): see ........co..... .... access EEPROM bytes in an HP SCSI disk array controller
sendmail(IM):  sendmail ....oooiiii i send mail over the Internet
service.switch(1M): service.switch ... indicate lookup sources and fallback mechanism
setboot(1M):  setboot .......coovvviiiiiiiiiiiiiii display and modify boot variables in stable storage
SEEEXE(IM):  SEIEXE  oiiiiiiiiiiiiiiii i set extent attributes (VxXFS)
setmemwindow(1M): setmemwindow

............................ set window id of a running process or start a program in a particular memory window
SetmMNt(IM):  SEIMNt  ...ooiiiiiiiiiiiiiiiiiiiii e establish file-system mount table, /etc/mnttab
setprivgrp(1M): setprivgrp TR set special privileges for group
setuname(1M):  SEUNAME  .....cooiiiiiiiiiiiiiiiiiiii ettt change machine information
set_parms(IM):  SEL_PAIMS  ...ocoiiiiiiiiiiiiiiiiiiiii ettt Initial system set up program
showmount(IM): ShOWMOUNE .....oooiiiiiiiiii show all remote mounts
shutacct : shell procedures for accounting, turn off accounting ..., see acctsh(1M)

Shutdown(IM):  ShULHOWN  ....ooiiiiiiiiiiiiiiiiiiiiieeeeee ettt terminate all processing
sig_named(1M): sig_named ........ccccoiiiiiiiiiiiii send signals to the domain name server
SMISh(IM):  SIMISN oo restricted shell for sendmail
snmpd(1M): snmpd ............ ... daemon that responds to SNMP requests
softpower(1M): SOffPOWET  .....oiiiiiiiiiiiiiii determine if softpower hardware is installed
spd(1M): spd ......... . set physical drive parameters for an HP SCSI disk array
L L= (Y ) A=) - /PSP spray packets
L oL =\ Y4o [ 1Y) =Y o - Yo PP spray server
SSS(LM):  SSS  wiiiiiiiiiiiiiiire e set spindle synchronization state of drives in an HP SCSI disk array
LS (1Y) ) PSPPSR shared tape administration
startup : shell procedures for accounting, start Up acCOUNTING ......cccevvvviiieeeeieiiiiiiie e e e see acctsh(1M)

LSy =X e (1Y SR - (o PR network status monitor

strace(1M): strace ..... ... write STREAMS event trace messages to standard output
strchg(1M): strchg |, Strconf i change or query stream configuration
strclean(1M): strclean  .......occoeeeeeen. . remove outdated STREAMS error log files
strconf @ query stream configuIration ............oooiiiiiiiiiiiii see strchg(1M)
Strdb(IM):  SIAD oo STREAMS debugging tool
strerr(1M): strerr ... receive error messages from the STREAMS log driver
SEVE (LM ). SIVE e STREAMS verification tool
SWACI(IM):  SWACK oo view or modify Access Control Lists
swagent : perform software management tasks as the agent of an SD command ................. see swagentd(1M)
swagentd(1M): swagentd , swagent ............cccccceeee. serve local or remote SD-UX software management tasks
swapinfo(IM):  sSwapinfo ..o system paging space information
swapon(1M): swapon ........ .... enable device or file system for paging
SWASK(IM):  SWASK ..eeeiiiiiiiiiiiiiiiiiiiiiiie e ask for user response for SD-UX
sweonfig(IM):  sweonfig — .....eeeeieeeiiiiiiiiie configure, unconfigure, or reconfigure installed software
swcopy : copy software products for subsequent installation or distribution .......................... see swinstall(1M)
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swinstall(1M): swcopy, swinstall  ............... install and configure software products, copy software products
swjob(1M): swijob , sd .... display job information, remove jobs, create and monitor jobs
SWHST(IM):  SWISE  ooeeiiieiee e e e e e display information about software products
swmodify(IM):  swmodify ....ccooiieiiiiiiie e modify software products in a target root or depot
swpackage(1M): swpackage . package software products into a target depot or tape
SWIEG(LM):  SWIQH oieiiieiiiiiieeeeeeeiiiie e e e e ettt e e e e e et ne e e e e e eaaan e e e e eeenannnns register or unregister depots and roots
SWremove(1M):  SWIEMOVE ......ciieeeeeieriiiieeeereeeiiiaeeeeeennnnnnaeeeeennnnnnns unconfigure and remove software products
SWVETITY(LM):  SWVETITY oo e et e et e e e e e e et e e e e e e aaaaaaeees verify software products
LY Lo 1Y R/ oSSR synchronize file systems

syncer(1M): syncer
sysdef(1M): sysdef .....

... periodically sync for file system integrity
.. display system definition

ES3VA1 [0 Lo Y ) I V7 (o o o PP log systems messages
talkd(1M): talkd ........ . remote user communication server
telNetd(IM):  teINEIA oo e e e e e e e et TELNET protocol server
TREPA(IM): PO oo trivial file transfer protocol server
L Lo (Y A o EPPPN terminfo compiler
tsm.Ipadmin(1M): tsm.lpadmin ... add or remove a printer for use with tsm
ttsyncd(1M): ttsyncd Daemon to maintain the nis+ password table in sync with the nis+ trusted table
TUNEFS(IM):  TUNEES oo e e e e tune up an existing HFS file system
turnacct : shell procedures for accounting, turn on or off process accounting ..............cceeeeeee. see acctsh(1M)
udpublickey(1M): udpublickey — .......ccccooiiiiiie updates the publickey  database file and the NIS map
umount : mount and unmount CDFS file systems ... ... see mount_cdfs(1M)
umount :  mount and unmount HFS file SyStems ... see mount_hfs(1M)
umount :  mount and unmount NFS file SyStems ..., see mount_nfs(1M)
umount :  unmMount a file SYStEM ... see mount(1M)
unlink : execute unlink()  system call without error checking ..............cco see link(1M)
unmount :  unmount VXFS file system ..............cc see mount_vxfs(1M)

UNTIC(IM)I  UNTIC ot terminfo de-compiler
update-ux(1M): update-ux .. updates the HP-UX operating system
updaters(IM):  UPAALErS  ..oooiiiiiiiiiee e configuration file for NIS updating
ups_mond(1M): ups_mond ... . Uninterruptible Power System monitor daemon

useradd(1M):  USEradd ........oooeiiiiiiiiiiiiiiiiiiiiii ettt add a user login on the system
userdel(IM):  USErdel ......oooiiiiiiiiiiiiiiieeeee e delete a user login from the system
USErmMOd(IM):  USEIMOM .....uuuiiiiiiiiiiiiiiiiiiiii s modify a user login on the system
uucheck(1M): uucheck check the uucp directories and permissions file
UUCICO(LM):  UUCICO  teiiiiiiiiiiiiiiiiiiiiiiiee ettt ettt ettt et e et eeeeeeeeeeeeeeeeeees transfer files for the uucp system
uuclean(IM):  UUCIBAN  ...ooiiiiiiiiiiiiiiiiiiieeeeeeee ettt uucp spool directory clean-up

uucleanup(1M):/0/0UUCIEANUP  ....evvviiiiiiiiiiiiiiiiiiiiiiiiiee ... uucp spool directory clean-up
uucpd() : server for supporting UUCP over TCP/IP networks see uucpd(1M)
uucpd(1M): uucpd() ..... .. server for supporting UUCP over TCP/IP networks
uugetty(1M): uugetty ... set terminal type, modes, speed and line discipline
uuls(IM): uuls ............... . list spooled uucp transactions grouped by transaction

UUSChed(IM):  UUSCREA ... schedule uucp transport files
UUSNAP(IM):  UUSINIAPD  ceeiiiieeeeiieiiiie e e e ettt e e e et e e e e e eneia e e e e e eennnn e ees show snapshot of the UUCP system
UUSNAPS(LIM):  UUSNAPS  .eiuieeeiiiiiiie e e e ettt e e e e eeeeta e e e e e eeaea e e e e eenen e e eeeennes sort and embellish uusnap output

UUSUBD(LIM):  UUSUD et e ettt e e e e e e e e e e e e e rnn e eees monitor uucp network
uuxqt(1M): uuxqt ... .. execute remote uucp or uux command requests
vgcfgbackup(1M): vgcfgbackup ... Create or update LVM volume group configuration backup file
vgcfgrestore(1M): vgcfgrestore BSOS SPPPPPPPNN restore volume group configuration

vgchange(1IM): VOChANGE .......cooiiiiiiiiii e set LVM volume group availability
vgchgid(1M): vgchgid ...... .... modify the Volume Group ID (VGID) on a given set of physical devices
VOCreate(LM):  VOCIEALE  .....iiiiiiiiiiiiie ettt ettt e e e e e e e e e e e rrn e e create LVM volume group
vgdisplay(IM):  vgdisplay ..o display information about LVVM volume groups
vgexport(1M):  vgexport .......ccccceeeeeeeeeeiiiinnnn. export an LVM volume group and its associated logical volumes
vgextend(1M): vgextend ... extend an LVM volume group by adding physical volumes
vgIMpPOort(IM):  VOIMPOIt oo import an LVM volume group onto the system

vgreduce(1M): vgreduce
vgremove(1M): vgremove ....

.... remove physical volumes from an LVM volume group
... remove LVM volume group definition from the system

VOSCAN(IM):  VOSCAN  oiiiiiiiieeeeeeeeii et e e scan physical volumes for LVM volume groups
vgsync(1M): vgsync .. synchronize stale logical volume mirrors in LVM volume groups
VIPW(LIM): VDWW oot e ettt e e e e et et et e e e e e et e et e e e e e e eetan e e eeeeennnanns edit the password file
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volcopy(1M): volcopy , labelit oo copy file systems with label checking
volcopy_hfs(1M): volcopy , labelit .o copy file systems with label checking
volcopy_vxfs(1M): volcopy , labelit  ...ccoooeeiiiiii copy VXFS file system with label checking
AVa e =TT g ToT o T HAY/ ) BV (o F- 1= 21T o [PPSR respond to vt requests

vxdiskusg(1M): vxdiskusg
vxdump(1M): rvxdump , vxdump

... generate disk accounting data of VxFS file system by user ID
.............. incremental file system dump, local or across network

vxenablef(1M): vxenablef .......... .... enable VXFS DMAPI or OnLineJFS functionality in the kernel
vxfsconvert(1M): vxfsconvert PSPPI convert file system to vxfs file system
VXEHCENSE(IM):  VXIICENSE oo e e e e e e e e s e e e e e e aaaa e e eaaaenes VXFS licensing key utility
vxrestore(1M): vxrestore ,rvxrestore  ............... restore file system incrementally, local or across network
VXEUNETS(IM):  UXIUNETS oot e e et e e e e e et s e e e e e aaaannaeees tune a VxFS file system
vxupgrade(1M): vxupgrade . upgrade the disk layout of a VxFS file system
WAIT(IM): WAl e e e e e e e et e e e e e et e e e e e a e aaas write message to all users
whodo(1M): Whodo .......ccevviiiieiiiiiiiiiie e .... which users are doing what
wtmpfix :  manipulate connect acCOUNTING FECOTAS .......uuuieeeeieiiiiiieeeeeeeiiiise e e e e eeeieaeeeeeeenennaaeaes see fwtmp(1M)
XNEPA(IM):  XNEPA e Network Time Protocol daemon
XNEPAC(IM):  XNEPAC  oeiiiieeee e e et e e e e e e et e e e e e e eataa e e e e e eeasnnnaeeeeeenes special NTP query program
ypbind : Network Information Service (NIS) binder proCesses .............eeeevvveieieiiiiiiieieiiieieeeeennns see ypserv(1M)
ypinit(IM): ypinit . build and install Network Information Service databases
ypmake(1M):  ypmake .........ccoovviiiiiiiiiiiiiiiiiiiiiiiiiieeees create or rebuild Network Information Service databases
yppasswdd(1M): yppasswdd . ... daemon for modifying Network Information Service passwd database
yppoll(IM):  yppoll query NIS server for information about an NIS map
yppush(IM): yppush ..., force propagation of a Network Information Service database
ypserv(1M): ypserv , ypbind , ypxfrd .. Network Information Service (NIS) server and binder processes
YPSEL(IM): YPSEL  coiiiiiiiiiiiiiiiiiiii e bind to particular Network Information Service server
ypupdated(1M): ypupdated , rpc.ypupdated ... server for changing NIS information
ypxfr(1M): ypxfr , ypxfr_lperday

ypxfr_lperhour , ypxfr_2perday  .......ccccccenrnnnnn. transfer NIS database from NIS server to local node
ypxfrd : Network Information Service (NIS) transfer Processes ..............eeeeeevieeiiiiiieiiieiieieeeeenns see ypserv(1M)
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naaagt(1M) naaagt(1M)

NAME
naaagt - Native Agent Adapter (NAA)

SYNOPSIS
export HP_NAA_ CNF= naaCnf

export HP_NAA_ PORT= snmpPort

export HP_NAA_GET_COMMUNIT¥mmunity
lusr/shin/naaagt [-K]1 [-n] [-E priority] [-m logMask] ...
lusr/shin/naaagt {-h | -help }

DESCRIPTION
The Native Agent Adapter (naaagt ) allows third-party SNMP agents to work with the HP SNMP Master
Agent (snmpdm).

The Native Agent Adapter runs as a subagent to the HP SNMP Master Agent. naaagt reads the
naaCnf file (see the HP_NAA_CNFenvironment variable, described below), and it registers each object
identifier (OID) with snmpdm See the naaCnf File Format section.

After registration is complete, naaagt receives SNMP requests from snmpdm and forwards them to a
non-standard UDP port on the same system (see the HP_NAA_ PORTenvironment variable, described
below). naaagt also receives SNMP responses from the third-party SNMP agent, which is listening to the
non-standard UDP port, and naaagt forwards the responses to snmpdm

The third-party SNMP agent must listen to the same non-standard UDP port that naaagt sends to
(HP_NAA_PORY, not the standard SNMP port number (161). Refer to third-party documentation for
instructions on how to accomplish this. The third-party SNMP agent can be started before or after starting

naaagt .
Parameters
-E priority Sets the registration priority. If two subagents register the same OIDs, requests are sent
to the subagent with the highest priority or to the subagent with the same priority that was
the last to register. The priority range is zero (high) to 255 (low). Default: zero. n
-K Causes the Native Agent Adapter (naaagt ) to continue to run, even if the HP SNMP Mas-

ter Agent (snmpdm) terminates. When snmpdm subsequently restarts, naaagt will re-
establish communication with snmpdm and re-register its OIDs. This option is recom-
mended if the Independent Start-up procedure is used, described below. By default,
naaagt terminates automatically when snmpdm terminates.

Troubleshooting Parameters

-help Displays usage information.

-m logMask  Sets the logging mask. logMask may be one of the following names: APWARNAPER-
ROR APTRACE APALL, or APNONE Multiple logging options can be specified by repeat-
ing the -m option. Logging data is written to the SNMP log file,
/var/fadm/snmpd.log . Default: APNONE

-n Causes naaagt to run in foreground. By default, naaagt runs in the background.
Native Agent Adapter Start-up

The Native Agent Adapter start-up procedure may be provided by the vendor of the third-party SNMP
agent. Refer to third-party documentation for instructions.

Automatic Start-up

The third-party SNMP agent and its Native Agent Adapter can be started and stopped automatically dur-
ing system start-up and shutdown. This is accomplished by providing a start-up/shutdown script under the
/sbin/init.d directory, with symbolic links to it under an appropriate /shin/frc ~ N.d directory. See
the rc(1M) man page for details. See the IndependentStart-up section for procedures for starting naaagt .

Manual Start-up
The third-party SNMP agent and its Native Agent Adapter can be started using the /usr/shin/snmpd
command by providing start-up and shutdown scripts under /sbin/SnmpAgtStart.d . Normally,

HP-UX Release 11i: December 2000 -1- Section 1M-521



naaagt(1M) naaagt(1M)

those scripts are merely symbolic links to the automatic start-up/shutdown script under /sbin/init.d ,
following the same naming conventions documented in the rc(1M) manual page. These scripts are executed
by the /usr/shin/snmpd command. See the IndependentStart-up section for procedures for starting
naaagt .

Independent Start-up

The third-party SNMP agent and its Native Agent Adapter can be started by entering commands directly
or by executing an arbitrary script. When this approach is used, the naaagt -K option should probably be
used because the third-party agent and adapter will not be restarted by the /usr/sbin/snmpd com-
mand.

The following procedure should be used to start naaagt for each third-party agent.
« Export HP_NAA_ PORTwhich must be set to a unique port number.

« Export HP_NAA_CNF which must be set to an absolute path name for a third-party-specific
naaCnf file. Create the naaCnf file; refer to third-party documentation for a list of the OIDs
that are instrumented by the third-party SNMP agent.

« Export HP_NAA_GET_COMMUNIT¥hich must be set to the community name to be used in
SNMP requests forwarded from naaagt to the third-party SNMP agent. This environment vari-
able is required only if the third-party agent is configured to use a community name other than the
default ("public").

» Create a unique symbolic link to /usr/shin/naaagt . This makes it convenient to distinguish
each Native Agent Adapter in output from the ps -ef  command. Execute the symbolic link to
start naaagt .

e Start the third-party SNMP agent, following procedures in the third-party documentation. This
can be done before or after starting naaagt .

naaCnf File Format
The naaCnf file consists of a list of numeric object identifiers (OIDs), one OID per line. Each OID is a
subtree of MIB variables that are instrumented by the third-party SNMP agent. Refer to third-party docu-
mentation for the list of OIDs. Blank lines and lines beginning with "#" are treated as comments. Leading
and trailing spaces on a line are ignored. The OID can start with an optional period.

Example

# RDBMS MIB (with leading period)
.1.3.6.1.2.1.39

# Third-party Private MIB (without leading period)
1.3.6.1.4.1.111

# application/applTable MIB

1.3.6.1.2.1.27.1.1

EXTERNAL INFLUENCES

Environment Variables
HP_NAA_CNF The absolute path name for the naaCnf file from which the Native Agent
Adapter reads the OIDs to be registered for its third-party SNMP agent. Default
(not recommended): /etc/SnmpAgent.d/naa.cnf )

HP_NAA GET_COMMUNITY

The community name that the Native Agent Adapter uses in SNMP requests for-
warded to the third-party SNMP agent. Note that this does not have to match
any community names accepted by the SNMP Master Agent, which are defined in
/etc/SnmpAgent.d/snmpd.conf . This environment variable is required
only if the standard community name (“public") is not accepted by the third-party
SNMP agent. Refer to third-party documentation for instructions regarding
SNMP community names. Default: public.

HP_NAA_PORT The non-standard UDP port number to which the Native Agent Adapter forwards
SNMP requests to the third-party SNMP agent. This must match the port
number that the third-party agent listens to instead of the standard SNMP port
(161). Each third-party SNMP agent must listen to a different non-standard UDP
port number. Default: 8161.
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International Code Set Support

Supports single-byte character code sets except where the SNMP protocol supports only 7-bit characters
encoded in ASCII.

WARNINGS
The Native Agent Adapter only supports SNMP read requests (for example, SNMP Get). SNMP Set
requests must be sent directly to the third-party SNMP agent’s non-standard UDP port (HP_NAA_PORY

If the HP_NAA_PORTvalue is not a valid port number, naaagt terminates without writing any error
message either to the display or to /var/adm/snmpd.log

If there are no valid OIDs in the naaCnf file, naaagt terminates. It does not register a default OID.
There may be unexpected results if the -E priority is outside the valid range.

AUTHOR
naaagt was developed by SNMP Research and Hewlett-Packard Company.

FILES
/etc/SnmpAgent.d/naa.cnf
Default naaCnf file. Not recommended.

/sbin/SnmpAgtStart.d
Directory for SNMP start-up and shutdown scripts.
lusr/shin/naaagt Native Agent Adapter command.
/usr/shin/snmpdm HP SNMP Master Agent command.
/var/fadm/snmpd.log HP SNMP log file.
SEE ALSO

rc(1M), snmpd(1M), snmpd.conf(4).
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NAME
named-xfer - ancillary agent for inbound zone transfers

SYNOPSIS
named-xfer -z zone_to_transfer -f db_file -s serial_no [-d debuglevel] [-] debug_log file]
[-t trace_file] [-p port#] [-S ] nameserver...

DESCRIPTION
named-xfer is an ancillary program executed by named(1M) to perform an inbound zone transfer. It is
rarely executed directly, and then generally by system administrators trying to debug a zone transfer prob-
lem. See RFC's 1033, 1034, and 1035 for more information on the Internet name-domain system.

Options are:
-Z  specifies the name of the zone to be transferred.

-f  specifies the name of the file into which the zone should be dumped when it is received from the pri-
mary server.

-S  specifies the serial number of the current copy of the zone selected for transfer. If the SOA resource
record received from the specified remote nameserver(s) does not have a serial number higher than
one specified with this option, the transfer will be aborted.

-d  Print debugging information. A number after the d determines the level of messages printed.

-l Specifies a log file for debugging messages. The default file uses the prefix xfer.ddt. and is
located in the /var/tmp  directory. Note this option only applies if -d is also specified.

-t Specifies a trace file which will contain a protocol trace of the zone transfer. This is probably only of
interest when debugging the name server itself.

-p Use a different port number. The default is the standard port number as returned by get-
servbyname(3) for service “domain”.

-S  Perform a restricted transfer of only the SOA, NS and glue A records for the zone. The SOA will not
be loaded by named, but will be used to determine when to verify the NS records. See the stubs
directive in named(1M) for more information.

Additional arguments are taken as name server addresses in so-called “dotted-quad” syntax only; no host
name are allowed here. At least one address must be specified. Any additional addresses will be tried in
order if the first one fails to transfer to us successfully.

RETURN VALUE
0 Indicates that the zone was up-to-date and no transfer was needed.

1 Indicates a successful transfer.
2 Indicates that the host(s) named-xfer  queried cannot be reached or that an error occurred and
named-xfer did not log a corresponding error message.
3 Indicates that an error occurred and named-xfer logged an error message.
AUTHOR

named-xfer was developed by the University of California, Berkeley.

SEE ALSO
named(1M), resolver(3N), resolver(4), hostname(5).

RFC 882, RFC 883, RFC 973, RFC 974, RFC 1033, RFC 1034, RFC 1035, RFC 1123.
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NAME

named - Internet domain name server

SYNOPSIS

named [-d debuglevel] [-p port_number] [[- (b|c )] config_file] [-f 1[-q ] [-r ]
[-u user_name] [-g group_name] [-t directory] [-W directory] [config_file]

DESCRIPTION
named is the Internet domain name server. See RFC1033, RFC1034 and RFC1035 for more information
on the Domain Name System. Without any arguments, named reads the default configuration file
/etc/named.conf , reads any initial data, and listens for queries.

Options are:

-d

-p

debuglevel
Print debugging information. A number after the d determines the level of messages
printed. If negative, debuglevel is set to “1".

NOTE: The new debugging framework is considerably more sophisticated than it was in
older versions of NAMED The configuration file's logging  statement allows for multiple,
distinct levels of debugging for each of a large set of categories of events (such as queries,
transfers in or out, etc.).

port_number
Use a different port number.

NOTE: Previously, the syntax: " -p port#[/localport#] " was supported; the first port was
that used when contacting remote servers, and the second one was the service port bound
by the local instance of NAMED The current usage is equivalent to the old usage without
the localport# specified; this functionality can be specified with the listen-on clause of
the configuration file's options  statement.

- (b ] c) config_file

-f

-q

-wW

Use a config_file other than /etc/named.conf

Run this process in the foreground; don't fork(2) and daemonize. (The default is to daemon-
ize.)

Trace all incoming queries, if NAMEDhas been compiled with QRYLOGlefined.

NOTE: This option is deprecated in favor of the queries logging category of the
configuration file's logging  statement.

Turns recursion off in the server. Answers can only come from local (primary or secondary)
zones. This can be used on root servers. The default is to use recursion.

NOTE: This option can be overridden by and is deprecated in favor of the recursion
clause of the configuration file's options  statement.

user_name
Specifies the user the server should run as after it initializes. The value specified may be
either a username or a numeric user id. If the -g flag is not specified, then the group id
used will be the primary group of the user specified (initgroups() is called, so all of
the user’'s groups will be available to the server).

group_name
Specifies the group the server should run as after it initializes. The value specified may be
either a groupname or a numeric group id.

directory
Specifies the directory the server should chroot() into as soon as it is finished processing
command line arguments.

directory
Sets the working directory of the server. The directory clause of the configuration file's
options  statement overrides any value specified on the command line. The default work-
ing directory is the current directory (. ).

Any additional argument is taken as the name of the configuration file. The configuration file contains
information about where the name server gets its initial data. If multiple configuration files are specified,
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only the last is used. Lines in the configuration file cannot be continued on subsequent lines. The following
is a small example:

I
I* configuration file for name server */
#
options {
directory “/usr/local/domain®;
forwarders {
10.0.0.78;
10.2.0.78;
h
noforward {
test.com;
c.b.a.in-addr.arpa;
h
sortlist {
10.0.0.0;
26.0.0.0;
h
h
zone "." {
type hint;
file "db.cache";
h

zone “berkeley.edu” {
type master;
file "db.berkeley";

zone “"32.128.in-addr.arpa” {
type master;

file "db.128.32";

h

zone “cc.berkeley.edu” {
type slave;
file "db.cc";
masters {

128.32.137.8;

h

h

h

The directory statement causes the server to change its working directory to the directory specified.

This can be important for the correct processing of $INCLUDE files (described later) in primary server's
master files.

Files referenced in the configuration file contain data in the master file format described in RFC1035.

The forwarders line specifies the addresses of sitewide servers that will accept recursive queries from
other servers. If the configuration file specifies one or more forwarders, then the server will send all
queries for data not in the cache or in its authoritative data to the forwarders first. Each forwarder will be
asked in turn until an answer is returned or the list is exhausted. If no answer is forthcoming from a for-
warder, the server will continue as it would have without the forwarders line unless it is in
forward-only mode. The forwarding facility is useful to cause a large sitewide cache to be generated
on a master, and to reduce traffic over links to outside servers.

The noforward  line specifies that the DNS server will not forward any request for something in or below
the listed domains, even if the forwarders directive exists.
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The sortlist line can be used to indicate networks that are preferred over other, unlisted networks.
Address sorting only happens when the query is from a host on the same network as the server. The best
address is placed first in the response. The address preference is local network addresses, then addresses
on the sort list, then other addresses.

A server can access information from servers in other domains given a list of root name servers and their
addresses. The zone "." line specifies that data in db.cache s to be placed in the backup cache. Its
use is to prime the server with the locations of root domain servers. This information is used to find the
current root servers and their addresses. The current root server information is placed in the operating
cache. Data for the root nameservers in the backup cache are never discarded.

The zone "berkeley.edu" line states that the master file db.berkeley contains authoritative
data for the berkeley.edu zone. A server authoritative for a zone has the most accurate information
for the zone. All domain names are relative to the origin, in this case, berkeley.edu (see below for a
more detailed description).

The zone "32.128.in-addr.arpa” line states that the file db.128.32  contains authoritative
data for the domain 32.128.in-addr.arpa . This domain is used to translate addresses in network
128.32 to hostnames.

The zone "cc.berkeley.edu" line specifies that all authoritative data in the cc.berkeley.edu

zone is to be transferred from the name server at Internet address 128.32.137.8 and will be saved in the
backup file db.cc . Up to 10 addresses can be listed on this line. If a transfer fails, it will try the next
address in the list. The secondary copy is also authoritative for the specified domain. The first non-
Internet address on this line will be taken as a filename in which to backup the transferred zone. The
name server will load the zone from this backup file (if it exists) when it boots, providing a complete copy,
even if the master servers are unreachable. Whenever a new copy of the domain is received from one of
the master servers, this file is updated. If no file name is given, a temporary file will be used and will be
deleted after each successful zone transfer. This is not recommended because it causes a needless waste of
bandwidth.

Master File Format
The master file consists of control information and a list of resource records for objects in the zone of the
forms:

$INCLUDE filename opt_domain n
$ORIGIN domain
domain opt_ttl opt_class type resource_record_data

where:
domain is . for root, @for the current origin, or a standard domain name. If domain is a

standard domain name that does not end with “.”, the current origin is appended to

the domain. Domain names ending with “.” are unmodified.

opt_domain This field is used to define an origin for the data in an included file. It is equivalent to
placing an $ORIGIN statement before the first line of the included file. The field is
optional. Neither the opt_domain field nor SORIGIN statements in the included file
modify the current origin for this file.

opt_ttl An optional integer number for the time-to-live field. It defaults to zero, meaning the
minimum value specified in the SOA record for the zone.

opt_class The object address type; currently only one type is supported, IN, for objects con-
nected to the DARPA Internet.

type This field contains one of the following tokens; the data expected in the
resource_record_data field is in parentheses:

A a host address (dotted-quad IP address)
NS an authoritative name server (domain)

MX a mail exchanger (domain), preceded by a preference value (0..32767), with
lower numeric values representing higher logical preferences.

CNAMEthe canonical name for an alias (domain)

SOA marks the start of a zone of authority (domain of originating host, domain
address of maintainer, a serial number and the following parameters in
seconds: refresh, retry, expire and minimum TTL (see RFC 883)).
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NULL a null resource record (no format or data)

RP a Responsible Person for some domain name (mailbox, TXT-referral)
PTR  adomain name pointer (domain)

HINFO host information (cpu_type OS_type)

TXT  text data (string)

WKS awell known service description (IP address followed by a list of services)

Resource records normally end at the end of a line, but may be continued across lines between opening and
closing parentheses. Comments are introduced by semicolons and continue to the end of the line.

NOTE: There are other resource record types not shown here. You should consult the BIND Operations
Guide (“BOG”) for the complete list. Some resource record types may have been standardized in newer
RFC'’s but not yet implemented in this version of BIND.

SOA Record Format
Each master zone file should begin with an SOA record for the zone. An example SOA record is as follows:

@ IN SOA ucbvax.Berkeley.EDU. rwh.ucbvax.Berkeley.EDU. (
1989020501 ; serial
10800 ; refresh
3600 ; retry

3600000 ; expire
86400 ) ; minimum

The SOA specifies a serial number, which should be changed each time the master file is changed. Note
that the serial number can be given as a dotted number, but this is a very unwise thing to do since the
translation to normal integers is via concatenation rather than multiplication and addition. You can spell
out the year, month, day of month, and 0..99 version number and still fit inside the unsigned 32-bit size of
this field. (It's true that we will have to rethink this strategy in the year 4294.)

Secondary servers check the serial number at intervals specified by the refresh time in seconds; if the serial
number changes, a zone transfer will be done to load the new data. If a master server cannot be contacted
when a refresh is due, the retry time specifies the interval at which refreshes should be attempted. If a
master server cannot be contacted within the interval given by the expire time, all data from the zone is
discarded by secondary servers. The minimum value is the time-to-live (“TTL") used by records in the file
with no explicit time-to-live value.

NOTE: The boot file directives domain and suffixes have been obsoleted by a more useful, resolver-
based implementation of suffixing for partially-qualified domain names. The prior mechanisms could fail
under a number of situations, especially when then local nameserver did not have complete information.

The following signals have the specified effect when sent to the server process using the kill(1) command:

SIGHUP Causes server to read named.conf and reload database. If the server is built with
the FORCED_RELOA®mpile-time option, then SIGHUP will also cause the server
to check the serial number on all secondary zones; normally, the serial numbers are
only checked at the SOA-specified intervals.

SIGINT Dumps current data base and cache to /var/tmp/named_dump.db

SIGILL Dumps statistics data into named.stats if the server is compiled with -DSTATS.
Statistics data is appended to the file.

SIGSYS Dumps the profiling data in /var/tmp  if the server is compiled with profiling (server
forks, chdirs and exits).

SIGTERM Dumps the primary and secondary database files. Used to save modified data on shut-
down if the server is compiled with dynamic updating enabled.

SIGUSR1 Turns on debugging; each SIGUSR1 increments debug level.
SIGUSR2 Turns off debugging completely.

SIGWINCH  Toggles the logging of all incoming queries via syslog() (requires server to have
been built with the QRYLOGption).

sig_named(1M) can also be used for sending signals to the server process.
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NOTE
named checks for symbolic or hard links while writing to the following files:
Ivar/run/named.pid
Ivar/tmp/named_dump.db
Ivar/tmp/named.run
Ivar/tmp/named.stats

If any of these files is linked to a different file before named writes into them, named will delete that file
and create it afresh.

DIAGNOSTICS
Any errors encountered by named in the configuration file, master files, or in normal operation are logged

with syslog and in the debug file, /var/tmp/named.run , if debugging is on.
AUTHOR
named was developed by the University of California, Berkeley.
FILES
/etc/named.conf name server configuration file
Ivar/run/named.pid process 1D
Ivar/tmp/named.run debug output
Ivar/tmp/named_dump.db dump of the name server database
Ivar/tmp/named.stats nameserver statistics data
SEE ALSO

kill(1), hosts_to_named(1M), named-xfer(1M), sig_named(1M), signal(2), gethostent(3N), resolver(3N),
resolver(4), hostname(5),

RFC 882, RFC 883, RFC 973, RFC 974, RFC 1032, RFC 1033, RFC 1034, RFC 1035, RFC 1123.
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NAME
ncheck - generate a list of path names from inode numbers
SYNOPSIS
/usr/sbin/ncheck [-F FStype] [-V] [-0 specific_options] [special ...]

DESCRIPTION
ncheck , when invoked without arguments, generates a list of path names corresponding to the inode
numbers of all files contained on the file systems listed in /etc/fstab. If special is specified, ncheck
reports on the special only. Path names generated by ncheck are relative to the given special.

Options
-F FStype Specify the file system type on which to operate (see fstyp(1M) and fs_wrapper(5)). If
this option is not included on the command line, then the file system type is deter-
mined from the file /etc/fstab by matching each special with an entry in that file.
If there is no entry in /etc/fstab , then the file system type is determined from
the file /etc/default/fs

-0 specific_options
Specify options specific to each file system type. specific_options is a list of suboptions
and/or keyword/attribute pairs intended for a specific FStype-specific module of the
command. See the file-system-specific manual pages for a description of the
specific_options supported, if any.

-V Echo the completed command line, but perform no other action. The command line is
generated by incorporating the user-specified options and other information derived
from /etc/fstab . This option allows the user to verify the command line.

EXAMPLES
Execute the ncheck command on all special in /etc/fstab:
ncheck

Execute the ncheck command on HFS file system /dev/dsk/c1d2s0:
ncheck -F hfs  /dev/dsk/c1d2s0

Display a completed command line without executing the command:
ncheck -V /dev/dsk/c1d2s0

FILES
/etc/default/fs Specifies the default system type.
/etc/fstab Static information about the file systems.
AUTHOR

ncheck was developed by AT&T and HP.

SEE ALSO
fstab(4), fstyp(1M), fs_wrapper(5), ncheck_hfs(1M), ncheck_vxfs(1M).

STANDARDS CONFORMANCE
ncheck : SVID2, SVID3
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NAME

ncheck - generate a list of path names from inode numbers for a HFS file system
SYNOPSIS

/usr/sbin/ncheck [-F hfs ] [-V] [-S sector_ranges ] [-I inode-numbers]

[-a] [-s ] [special ...]

DESCRIPTION
ncheck , when invoked without arguments, generates a list of path names corresponding to the inode
numbers of all files contained on the HFS file systems listed in /etc/fstab . If special is specified,
ncheck reports on the special only. Path names generated by ncheck are relative to the given special.
Names of directory files are followed by / .

Options

-a Allow printing of the names . and .. , which are ordinarily suppressed.

-F hfs Specify the HFS file system type.

-i  inode-numbers
Report only on files whose inode numbers are specified on the command line, in
inode-numbers. inode-numbers is a comma separated list of inode numbers.

-S Report only on special files and regular files with set-user-ID mode. The -S option is
intended to discover concealed violations of security policy.

-V Echo the completed command line, but performs no other action. The command line
is generated by incorporating the user-specified options and other information derived
from /etc/fstab . This option allows the user to verify the command line.

-S sector_ranges
Report only on files using sector numbers specified on the command line in
sector_ranges. sector_ranges is a comma separated list of sector ranges. A sector
range is a starting sector number and an ending sector number separated by a dash,
or just a sector number. The sector numbers should be in DEV_BSIZE units. If no
pathname contains the sector number it will be reported as free or containing file sys-
tem structure. Sectors beyond the end of the file system will be reported as illegal.

Access Control Lists
Continuation inodes (that is, inodes containing additional access control list information) are quietly
skipped since they do not correspond to any path name.

EXAMPLES
Execute the ncheck command on all special in /etc/fstab:
ncheck
Execute the ncheck command on HFS file system /dev/dsk/c1d2s0
ncheck -F hfs  /dev/dsk/c1d2s0
EXTERNAL INFLUENCES

International Code Set Support
Single- and multi-byte character code sets are supported.

DIAGNOSTICS
When the file system structure is improper, ?7? denotes the “parent” of a parentless file and a path-name

beginning with ...  denotes a loop.
AUTHOR
ncheck was developed by AT&T and HP.
FILES
/etc/default/fs Specifies the default file system type.
/etc/fstab Static information about the file systems.
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SEE ALSO
acl(5), fsck(1M), fstab(4), fs_wrapper(5), ncheck(1M), sort(1).

STANDARDS CONFORMANCE
ncheck : SVID2, SVID3
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NAME
ncheck - generate pathnames from inode numbers for a VxFS file system
SYNOPSIS
/usr/sbin/ncheck [-a] [-F vxfs 1 [-i ilist] [0 specific_options] [-S ] [-S sector_list] [-V ]
special ...

DESCRIPTION
ncheck generates a list of pathnames corresponding to inode numbers for files in a specified VXFS file sys-
tem.

You can specify a range for some options. A range can be a single number, or two numbers separated by a
hyphen (- ). The range is inclusive. If the range is a single number, the output will refer to the single sec-
tor, block, or surface specified by that number. If you enter a hyphen and omit the first number
(- number), the range begins at zero. If you omit the second number, the range ends at the end of the file
system.

Names of directory files are followed by slash dot (/. ).

Options
-a Allow printing of the names dot (.) and dot dot (.. ), which are ordinarily
suppressed.
-F vxfs Specify the file-system type (vxfs ).
i ilist Limit the report to the files on the inode list, ilist, that follows. The ilist must be

separated by commas without spaces.

-0 specific_options
Specify options specific to the VxFS file-system type. specific_options is a list of subop-
tions and/or keyword/attribute pairs intended for the VxFS-specific module of the com-
mand.

The available options are
m  Print mode information (used in conjunction with -i option).

b=block
Print the pathname containing file system block number block.

block=block_range
Print information on all inodes containing or referencing block numbers in the
specified range. The output format is the same as that for -0 sector= |, but
the units used are file-system blocks instead of sectors.

sector= sector_range
Report on all inodes containing or referencing the sector(s) in sector_range. The
output includes the inode number, fileset index of the inode, sector(s) contained
and the pathname or inode type. Inodes searched include structural inodes and
attribute inodes, so a pathname is only generated when the sector is contained
by a file. If the sector is not contained in any file, the inode type is printed as
<free> . Multiple -0 sector=  options accumulate.

surface[=  sector_range]
Perform a surface analysis. If a sector_range is specified, perform a surface
analysis only for that range. All the sectors are read and if the read of a sector
fails, its sector number is printed. If any bad sectors are found, ncheck treats
the list of bad sectors as input to the -0 sector=  sector_range option and pro-
duces a list of inodes containing or referencing the bad sectors.

-S Report only on special files and regular files with set-user-ID mode. This option may
be used to detect violations of security policy.

-S sector_list Report on files containing or referencing the specified sector(s). Output consists of the
fileset name, fileset index, inode number, and pathname of file or file type if a struc-
tural inode or attribute inode. Sectors not allocated to any file or file system structure
are reported as <free> . Sectors not part of the file system are reported as
<unused> . Unused or irrelevant fields are printed as - .
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sector_list consists of one or more ranges of sector numbers, separated by commas
without intervening spaces. Multiple -S options accumulate.

-V Echo the completed command line, but do not execute the command. The command
line is generated by incorporating the user-specified options and other information
derived from /etc/fstab . This option allows the user to verify the command line.

EXAMPLES

Report on all inodes or file system structures containing or referencing sector 20 through 35 (inclusive) in
the file system /dev/vg01/rivoll

ncheck -F vxfs

-osector=20-35 /dev/vg01l/rivoll

Same as above but report on all inodes or file system structures referencing any sector in the file system

/devivg01/rivoll

ncheck -F vxfs -osector= /dev/ivg01/rivoll

Report on a specified range of block numbers (partial output shown):

ncheck -F vxfs -oblock=- /dev/vg00/Ivol6

/dev/vg00/Ivol6:

sectors(348160) blocks(348160)

0-348159 0-348159

fileset fset mtch  match

name indx inode indx inode blocks name

STRUCTURAL 1 3 - 35 9-10 <fileset_header>
STRUCTURAL 1 4 1 - 11-14 <inode_alloc_unit>
STRUCTURAL 1 5 1 37 1296-1303 <inode_list>
STRUCTURAL 1 5 1 37 24-31 <inode_list>
STRUCTURAL 1 5 1 37 1288-1295 <inode_list>
STRUCTURAL 1 5 1 37 16-23 <inode_list>
STRUCTURAL 1 6 - - 15 <current_usage_tbl>
STRUCTURAL 1 7 - 39 33 <object_loc_tbl>
STRUCTURAL 1 8 - 40 34 <device_config>
STRUCTURAL 1 9 - 41 40-1063 <intent_log>
STRUCTURAL 1 10 - 42 1144-1151 <extent_map>
STRUCTURAL 1 10 - 42 1072-1143 <extent_map>
STRUCTURAL 1 10 - 42 1064-1071 <extent_map>
STRUCTURAL 1 32 - - 32 <state_alloc_bitmap>
STRUCTURAL 1 33 - - 1284 <device_label>
STRUCTURAL 1 33 - - 0-8 <device_label>
STRUCTURAL 1 34 - - 35 <extent_au_summary>
STRUCTURAL 1 35 - 3 1280-1281 <fileset_header>
STRUCTURAL 1 37 1 5 1296-1303 <inode_list>
STRUCTURAL 1 37 1 5 24-31 <inode_list>
STRUCTURAL 1 37 1 5 1288-1295 <inode_list>
STRUCTURAL 1 37 1 5 16-23 <inode_list>
STRUCTURAL 1 39 - 7 1282 <object_loc_tbl>
STRUCTURAL 1 40 - 8 1283 <device_config>
STRUCTURAL 1 41 - 9 40-1063 <intent_log>
STRUCTURAL 1 42 - 10 1144-1151 <extent_map>
STRUCTURAL 1 42 - 10 1072-1143 <extent_map>
STRUCTURAL 1 42 - 10 1064-1071 <extent_map>
STRUCTURAL 1 64 999 - 36-39 <inode_alloc_unit>
STRUCTURAL 1 65 999 97 59072-59135 <inode_list>
STRUCTURAL 1 65 999 97 1152-1159 <inode_list>
STRUCTURAL 1 69 999 - 1160-1167 <bsd_quota>
STRUCTURAL 1 97 999 65 59072-59135 <inode_list>
STRUCTURAL 1 97 999 65 1152-1159 <inode_list>
UNNAMED 999 96 - - 4861 [filel

UNNAMED 999 1807 - - 344387 /file1000
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UNNAMED 999 1822 - - 328082 ffile2
- - - - 19766-19769 <free>
- - - - - 347192-347194 <free>

DIAGNOSTICS
When the file system structure is not correct, ncheck prints ??? to denote the “parent” of a parentless

file. A pathname beginning with ... denotes a loop. A pathname beginning with *** denotes a directory
entry whose ..  (dotdot) entry does not correspond with the directory in which it was found.

FILES
/etc/fstab Static information about the file systems.

SEE ALSO

sort(1), fsck(1M), fsck_vxfs(1M), ncheck(1M).
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NAME
ndd - network tuning

SYNOPSIS
ndd -get network_device parameter

ndd -set network_device parameter value
ndd -h sup [ported ]

ndd -h unsup [ported ]

ndd -h [parameter]

ndd -c

DESCRIPTION
The ndd command allows the examination and modification of several tunable parameters that affect net-
working operation and behavior. It accepts arguments on the command line or may be run interactively.
The -h option displays all the supported and unsupported tunable parameters that ndd provides. Valid
network_device names are: /dev/arp , /dev/ip , /devirawip , /dev/tcp , and /dev/udp . Set
parameter to ? to get a list of parameters for a particular network_device.

ndd -get Get the value of the parameter for network_device and print the value to standard
output. Returned numbers are always displayed as decimal strings.

ndd -set Set parameter for network_device to value.

All times are specified in milliseconds, e.g. 240000 for 4 minutes. Unless stated other-
wise, numbers are assumed to be in decimal. Use "Ox" prefix to specify hexadecimal
values.

In general, all tunable parameters are global, i.e., they affect all instances of the net-
work module. Some settings take effect immediately, while others are used to initial-
ize data for an instance and will only affect newly opened streams.

ndd -h supported
Display all the supported tunable parameters. This set of parameters are supported
by HP and detailed descriptions of these tunable parameters are available through the
-h parameter command.

ndd -h unsupported
Display all the unsupported tunable parameters. This set of parameters are not sup-
ported by HP and modification of these tunable parameters are not suggested nor
recommended. Setting any unsupported tunable parameters on your system may
result in adverse effects to your networking operations.

ndd -h When parameter is specified, a detail description of the parameter, along with its
minimum, maximum, and default value are displayed. If no parameter is specified, it
displays all supported and unsupported tunable parameters.

ndd -c Read input from the configuration file /etc/rc.config.d/nddconf and set the
tunable parameters. A user may specify tunable parameters in the nddconf
configuration file, and these parameters will be set automatically each time the sys-
tem boots.

DIAGNOSTICS
When the command fails, an error message is printed to the standard error and the command terminates
with an exit value of one.

WARNINGS
Care must be used when setting parameters for a network_device. Setting a tunable parameter to an inap-
propriate value can result in adverse affects to your networking operations.

EXAMPLES
To get help information on all supported tunable parameters:
ndd -h supported

To get a detail description of the tunable parameter, ip_forwarding
ndd -h ip_forwarding
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To get a list of all TCP related parameters:
ndd -get /dev/tcp ?

To get the current value of the tunable parameter, ip_forwarding
ndd -get /dev/ip ip_forwarding

To set the value of the default TTL parameter for UDP to 128:
ndd -set /dev/udp udp_def ttl 128

FILES
letc/rc.config.d/nddconf Contains tunable parameters that will be set automatically each
time the system boots.
AUTHOR

ndd was developed by HP.

HP-UX Release 11i: December 2000 -2 - Section 1M-537



netfmt(1M) netfmt(1M)

NAME
netfmt - format tracing and logging binary files
SYNOPSIS
/usr/sbin/netfmt [-k 1 -s [-t records] [[-f ] file_name]
/usr/sbin/netfmt [-k]1 -p [-C config_file]
/usr/sbin/netfmt [-c config file] [-F 1 [-t records] [-V ][] 11[-n]
[-N O[-1 [-L][-T 1 [[-F ] file_name]
/usr/sbin/netfmt -k [-c config_file] [-F ] [-t records] [-v ] [[-f ] file_name]

DESCRIPTION
netfmt is used to format binary trace and log data gathered from the network tracing and logging facility
(see nettl(1M)) and the kernel logging facility (see klI(1M)). The binary trace and log information can be
read from a file or from standard input (if standard input is a tty device, an informative message is given
and netfmt  quits). Formatted data is written to standard output.

Formatting options are specified in an optional filter configuration file. Message inclusion and format can
be controlled by the filter configuration file. If no configuration commands are specified, all messages are
fully formatted.

There are two types of global formatting done by netfrmt . The first one is global filtering for NetTL's
trace/log packets and the other is for KL's log packets. A description of the filter configuration file follows
the option descriptions.

Options
netfmt  recognizes the following command-line options and arguments:

-k This option tells netfmt  that the input file is a KL log file. This option should be
specified if the user needs to log messages got from KL subsystems. This option can-
not be specified anywhere except as the first option in the command line.

-S Display a summary of the input file. The summary includes the total number of mes-
sages, the starting and ending timestamps, the types of messages, and information
about the system that the data was collected on. The contents of the input file are not
formatted; only a summary is reported.

-t records Specifies the number of records from the tail end of the input file to format. This
allows the user to bypass extraneous information at the beginning of the file, and get
to the most recent information quickly. The maximum number of records that can be
specified is 1000. If omitted, all records are formatted. The -t option is not allowed
when the input file is a FIFO (pipe).

-f file_name Specifies the input file containing the binary log or trace data. file_name may not be
the name of a tty device. Other options may impose additional restrictions on the
type of the input file allowed. If omitted, data is read from standard input.

-p Parse input: this switch allows the user to perform a syntax check on the config_file
specified by the -C parameter. All other parameters are ignored. If the syntax is
correct, netfmt terminates with no output or warnings.

-C config_file Specifies the file containing formatter filter configuration commands. Syntax for the
commands is given below. When -C is omitted the file $HOME/.netfimtrc  is read
for both logging and tracing filter configuration commands if it exists.

-F Follow the input file. Instead of closing the input file when end of file is encountered,
netfmt  keeps it open and continues to read from it as new data arrives. This is
especially useful for watching events occur in real time while troubleshooting a prob-
lem. Another use would be for recording events to a console or hard-copy device for
auditing. (Note that console logging is controlled by the configuration files
/etc/nettigen.conf and /var/adm/conslog.opts ; see nettlgen.conf(4).)
The -F option is not allowed when the input file is redirected.

The following options are not supported by all subsystems. If a subsystem does not support an option, that
option is ignored during formatting of data from that subsystem. Consult the product documentation of the
subsystem for information regarding the support of these options.
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-V Enables output of verbose information. This includes additional cause and action text
with formatted output. This information describes the possible cause of the message
and any actions that may be required by the subsystem.

After the contents of the input file have been formatted a summary of the file is
displayed. When this option is used with the -t option, only a summary of the last
records is reported. No summary is produced when this option is used in conjunction
with the -F option or if formatting is interrupted.

-l (ell) Turn off inverse video highlighting of certain traced fields. Use this flag when
sending formatted trace data to a line printer. By default, certain fields in the trace
file are highlighted in inverse video when viewing the formatted trace format at a ter-
minal that supports highlighting.

-n Shows port numbers and network addresses(such as IP and x121) as numbers (nor-
mally, netfmt interprets numbers and attempts to display them symbolically).
-N Enables “nice” formatting where Ethernet/IEEE802.3, SLIP, IP, ICMP, IGMP, TCP, UDP,

and RPC packets are displayed symbolically. All remaining user data is formatted in
hexadecimal and ASCI|I.

-1 (one) Attempts to tersely format each traced packet on a single line. If -L and/or -T
options are used, the output lines will be more than 80 characters long.

-T Places a time stamp on terse tracing output. Used with the -1 (minus one) option.

-L Prefixes local link address information to terse tracing output. Used with the -1

(minus one) option.

Filter Configuration File
Note: Filter configuration file syntax converges the syntax used with the obsolete nettrfmt network
trace formatter and netlogfmt network log formatter commands with new netfmt syntax for control-
ling formatter options. The first section below describes the general use and syntax of the filter
configuration file. Specific options for subsystem Naming and Filtering are listed in the Subsystem Filter-
ing section below.

The filter configuration file allows specification of two types of information: n

e Specify options in order to control how the input data is to be formatted. These options determine
what the output looks like and allow a user to select the best format to suit their needs.

* Specify filters in order to precisely tailor what input data is to be discarded and what is to be for-
matted. Global filters control all subsystems; subsystem filters pertain only to specific subsys-
tems. There are two types of Global filters that netfmt supports. The global filtering can start
with either the word formatter , which means it is global to all the NetTL's subsystems and the
second type starts with the word kl_formatter , which is used to filter KL's subsystems.

A filter is compared against values in the input data. If the data matches a filter, the data is formatted;
otherwise, the input data is discarded. A filter can also specify NOT by using ! before the filter value in
the configuration file. If the input data matches a NOT filter, it is discarded. A filter can also be a “wild-
card” (matching any value) by specifying an asterisk * before the filter value in the configuration file.
“Wild card” filters pass all values of the input data. Specifying !* as the filter means NOT ALL.

Filter Configuration File Syntax
¢ The formatter ignores white space, such as spaces or tabs. However, newlines (end of line charac-
ters) are important, as they terminate comments and filter specifications.

» The formatter is not case sensitive. For example error and ERRORire treated as equivalent.

» To place comments in the file, begin each comment line with a # character. The formatter ignores
all remaining characters on that line. There are no inline comments allowed.

* An exclamation point (! ) in front of an argument indicates NOT. This operator is not supported
for timestamp, log instance, and ID filtering.

» The asterisk (*), when used as an argument, indicates ALL. Since the default for all formatting
options is ALL, it is unnecessary to use the asterisk alone. It can be used along with the exclama-
tion point, (I* ) to indicate NOT ALL. This operator is not available for timestamp, log instance,
and ID filtering.
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Global Filtering: For NetTL's Subsystems

The below explained global filtering options apply only to NetTL's subystems. NetTL's global filtering
commands start with the word formatter , followed by the keywords verbosity , mode, option , or
filter

formatter verbosity value,
value should be either of

high Enables output of netfmt internal debugging information to standard
error. Same as the -v option.

low No internal debugging information is to be displayed.

formatter mode  value,
value should be one of

raw Dumps out the messages in hex format.
nice Enables "nice" formatting. Same as -N option.
terse Attempts to tersely format each traced packet on a single line. Same
as -1 (minus one) option.
normal Normal formatting.
formatter option [! ] value,

value should be

suppress Normally repeated lines in hex output are condensed into a single line
and a message stating that redundant lines have been skipped is
displayed. Specifying Isuppress will print all redundant data.
This is useful when the formatted output is used as input into other

commands.

highlight Normally the formatter will highlight certain fields in its trace output
in inverse video. Specifying 'highlight will turn this feature off.
Same as the -| (minus ell) option.

formatter filter type [! Jvalue 0O*
Six types of filtering are provided:

class log classes

kind trace kinds

id connection, process, path, and user

log instance specific thread of events

subsystem subsystem names

time specify ranges of time(s)

The following combinations are recognized:

formatter filter class value [subsystem]
value indicates the log class. This option allows the user to select one or more classes
to be formatted. Initially all log classes are formatted. Only one class is allowed per
line. Classes in multiple lines are logically “OR”ed. The optional subsystem name sets
the class filter only for the specified subsystem. The log classes are:

INFORMATIVE Describes routine operations and current system values.

WARNING Indicates abnormal events possibly caused by subsystem
problems.
ERROR Signals an event or condition which was not affecting the

overall subsystem or network operation, but may have caused
an application program to fail.

DISASTER Signals an event or condition which did affect the overall sub-
system or network operation, caused several programs to fail
or the entire node to shut down.

formatter filter Connection_ID  value
formatter filter Device_ID value
formatter filter Path_ID value
formatter filter Process_ID value
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formatter filter User_ID value
value specifies the ID number of the messages to format. Last-entered value has pre-
cedence over any previous ones. See the record header in the formatted output to
determine which ID numbers to filter on. The ! operator is not allowed in value.

formatter filter kind value [subsystem]
value can either be an established trace kind or a mask. A mask is a hexadecimal
representation of a (set of) trace kind(s). Masks in multiple lines are logically “OR"ed.
The optional subsystem name sets the kind filter only for the specified subsystem.
Trace kinds and their corresponding masks are:

Name Mask Name Mask

hdrin 0x80000000 State 0x04000000

hdrout 0x40000000 error 0x02000000

pduin 0x20000000 logging 0x01000000

pduout 0x10000000 loopback 0x00800000

proc 0x08000000

hdrin Inbound Protocol Header.

hdrout Outbound Protocol Header.

pduin Inbound Protocol Data Unit (including header and data).

pduout Outbound Protocol Data Unit (including header and data).

proc Procedure entry and exit.

state Protocol or connection states.

error Invalid events or condition.

logging Special kind of trace that contains a log message.

loopback Packets whose source and destination system is the same.
formatter filter log_instance value

value specifies the log instance number of the messages to filter. Selecting a log
instance allows the user to see the messages from a single thread of network events.
Only one log instance is allowed per filter configuration file. The log instance can not
be negated with the ! operator. N

formatter filter subsystem value
value specifies the subsystem name. Available subsystem names can be listed by
using the command:

nettlconf -status

Only one subsystem name is allowed per line; multiple lines “OR” the request. To
eliminate a given subsystem name, use the ! operator, which formats all subsystems
except those excluded by the list of negated subsystems. To include all subsystems
(the default), use the * operator. To eliminate all subsystems, use the !* operator.

formatter filter time_from value
formatter filter time_through value
time_from indicates the inclusive starting time. time_through indicates the

inclusive ending time. value consists of time_of _day and optionally day_of year, (usu-
ally separated by one or more blanks for readability).

time_of _day specifies the time on the 24-hour clock in hours, minutes, seconds and
decimal parts of a second (resolution is to the nearest microsecond). Hours, minutes
and seconds are required; fractional seconds are optional. time_of day format is
hh: mm: ss. dddddd.

day_of year specifies the day of the year in the form month/day/year in the format:
mm/dd/[yy]yy. Specify month and day numerically, using one or two digits. For
example, January can be specified as 1 or 01; the third day of the month as 3 or 03.
Specify the year in four digits or by its last two digits. Only years in the ranges
1970-2037 are accepted. Two digit years in the range 70-99 are interpreted as
being in the 20th century (19xx) and those in the range 00-37 are interpreted as being
in the 21st century (20xx) (all ranges inclusive). day_of year is an optional field; the
current date is used as a default.
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The time_from  specification includes only those records starting from the resolu-
tion of time given. For example, if the time_of day for time_from is specified as
10:08:00, all times before that, from 10:07:59.999999 and earlier, are excluded from
the formatted output. Records with times of 10:08:00.000000 and later are included in
the formatted output. Similarly, the time_through specification includes only up
to the resolution of time given. For example, if the time_of_day for time_through

is specified as 10:08:00, all records with times after that, from 10:08:00.000001
onward, are excluded from the formatted output.

Global Filtering: For KL's Subsystems
The below explained global filtering options apply only to KL's subystems. KL's global filtering commands

start with the word kI_formatter , followed by either verbosity , or filter
kl_formatter verbosity value,
value should be either of
high This will format the packets with the UDD, displayed along with the
header of the KL packet
low This will format only the header part of the KL packet. No UDD will

be formatted. verbosity  of This will format only the header part of
the KL packet. No UDD will be formatted. verbosity of low is

default.
kl_formatter filter type [! Jvalue 0O*

types of filtering are provided:
class log classes
processor_id specific CPU'’s
process_id specific process id's
thread_id specific thread id's
subsystem subsystem names
time specify ranges of time(s)

The following combinations are recognized:
kl_formatter filter class value [subsystem]

value indicates the log class. This option allows the user to select one or more classes
to be formatted. Initially all log classes are formatted. Only one class is allowed per
line. Classes in multiple lines are logically “OR”ed. The optional subsystem name sets
the class filter only for the specified subsystem. The log classes are:

INFORMATIVE Describes routine operations and current system values.

WARNING Indicates abnormal events possibly caused by subsystem
problems.
ERROR Signals an event or condition which was not affecting the

overall subsystem or network operation, but may have caused
an application program to fail.

DISASTER Signals an event or condition which did affect the overall sub-
system or network operation, caused several programs to fail
or the entire node to shut down.

kl_formatter filter Processor_ID value
kl_formatter filter Process_ID value
kl_formatter filter Thread_ID value

value specifies the ID number of the messages to format. Last-entered value has pre-
cedence over any previous ones. See the record header in the formatted output to
determine which ID numbers to filter on. The ! operator is not allowed in value.

kl_formatter filter subsystem value
value specifies the subsystem name. Available subsystem names can be listed by
using the command:

nettlconf -status

Only one subsystem name is allowed per line; multiple lines “OR” the request. To
eliminate a given subsystem name, use the ! operator, which formats all subsystems
except those excluded by the list of negated subsystems. To include all subsystems
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(the default), use the * operator. To eliminate all subsystems, use the !* operator.

kl_formatter filter time_from value
kl_formatter filter time_through value
The functionality is same as in the case of NetTL.

Subsystem Filtering
Note: Global filtering described above takes precedence over individual subsystem tracing and logging
filtering described below.

Subsystem filters are provided to allow filtering of data for individual subsystems or groups of subsystems.
Their behavior varies among individual subsystems. Subsystem filters are valid only when the correspond-
ing subsystems have been installed and configured on the system. See the subsystem documentation for a
description of supported subsystem filters and their behavior.

Subsystem filtering commands start with the name of the subsystem followed by the subsystem filter key-
words. However, to provide convenience and backwards compatibility, several other filter keywords are
provided for the group of LAN subsystems: NAMEand FILTER . Currently, four types of subsystem
filters are provided: LAN, X25, STREAMS, and OTS. The collection of LAN subsystems use the subsystem
filters identified by the FILTER and NAMEkeywords and the collection of OTS subsystems use the subsys-
tem filters with the OTSkeyword. The collection of X25 subsystems start their filter commands with the
X25 subsystem names.

LAN Naming and Filtering
LAN naming can be used to symbolically represent numbers with more recognizable labels.

name nodename value
nodename is a character string to be displayed in place of all occurrences of value. value is a
(IEEE802.3/Ethernet) hardware address consisting of 6 bytes specified in hexadecimal (without
leading "Ox"), optionally separated by -. netfmt substitutes all occurrences of value with
nodename in the formatted output. The mapping is disabled when the -n option is used. This
option applies to tracing output only.

LAN filtering is used to selectively format packets from the input file. There are numerous filter types,

each associated with a particular protocol layer: n
Filter Layer Filter Type Description
Layer 1 dest hardware destination address
source hardware source address
interface software network interface
Layer 2 ssap IEEE802.2 source sap
dsap IEEES802.2 destination sap
type Ethernet type
Layer 3 ip_saddr 1P source address
ip_daddr IP destination address
ip_proto IP protocol number
Layer 4 tcp_sport TCP source port
tcp_dport TCP destination port
udp_sport UDP source port
udp_dport UDP destination port
connection a level 4 (TCP, UDP) connection
Layer 5 rpcprogram RPC program
rpcprocedure RPC procedure
rpcdirection RPC call or reply

Filtering occurs at each of the five layers. If a packet matches any filter within a layer, it is passed up to
the next layer. The packet must pass every layer to pass through the entire filter. Filtering starts with
Layer 1 and ends with Layer 5. If no filter is specified for a particular layer, that layer is “open” and all
packets pass through. For a packet to make it through a filter layer which has a filter specified, it must
match the filter. Filters at each layer are logically “OR"ed. Filters between layers are logically “AND"ed.

LAN trace and log filters use the following format:

filter type [! Jvalue O *
filter is the keyword identifying the filter as a LAN subsystem filter.
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The following filters are available for LAN tracing.

filter connection value
value takes the form:

local_addr: port remote_addr: port

where local_addr and remote_addr can be a hostname or a 4-byte Internet address specified in
decimal dot notation (see inet(3N) for more information on Internet addresses and decimal dot
notations). port can be a service name or an integer. integer represents a port and can be desig-
nated by a hexadecimal integer (Oxdigits), an octal integer (Odigits), or base-10 integers (0O
through 65535).

filter dest value

filter source value
value is a hardware address consisting of 6 bytes specified in hexadecimal (without leading 0x),
optionally separated by - .

filter dsap value

filter ssap value
value is a hexadecimal integer of the form: Oxdigit; an octal integer of the form: Odigits; or a
base-ten integer, 0 through 255.

filter interface value
value identifies a network interface and takes the form: lan n for LAN interface, or 10 n for
loopback interface, where n is the logical unit number, as in lan0 .

filter ip_daddr value

filter ip_saddr value
value is a hostname or a 4-byte Internet address specified in decimal dot notation (see inet(3N)
for more information on Internet addresses and decimal dot notations).

filter ip_proto value
value is a hexadecimal integer of the form: Oxdigit; an octal integer of the form: Odigits; or a
base-ten integer, 0 through 255 (see protocols(4) for more information on protocol numbers).

filter tcp_dport value
filter tcp_sport value
filter udp_dport value
filter udp_sport value

value is a port number designated as a 2-byte integer value or a service name. The integer value
can be designated by a hexadecimal integer (Ox digits), an octal integer (Odigits), or a base-10
integer (0 through 65535).

filter rpcprogram value
value is a RPC program name or an integer RPC program number (see rpc(4) for more informa-
tion on RPC program names). The integer value can be designated by a hexadecimal integer
(Ox digits), an octal integer (Odigits), or a base-10 integer (0 through 65535).

filter rpcprocedure value
value is an integer RPC procedure number. The integer value can be designated by a hexade-
cimal integer (Ox digits), an octal integer (Odigits), or a base-10 integer (0 through 65535).

filter rpcdirection value
value can be either call  or reply
filter type value

value is a hexadecimal integer of the form: Oxdigits; an octal integer of the form: Odigits; or a
base-ten integer (0 through 65535).

LAN log filtering command has the following form:

filter subsystem value
value takes the form:

subsys_name event event_list

where subsys_name is a subsystem name obtained using the nettlconf -status command
or one of the following abbreviations:
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axin bufs caselib caserouter
ip ipc lan loopback
netisr nfs nft ni

nsdiag nse probe pXp
rlbdaemon sockregd strlog tcp

timod tirdwr udp

event_list takes the form:
event_spec [, event_spec... ]
where event_spec takes one of the three forms:
['] integer [! ]range 1=

integer is an integer in hexadecimal (leading Ox), octal (leading 0), or decimal, which specifies a
log event for the subsystem indicated.

range takes the form integer- integer, and indicates an inclusive set of events.

X25 Naming and Filtering
The X25 product provides capabilities to assign symbolic names to important numbers and to filter log
events and trace messages. See x25log(1M) and x25trace(1M) for more information about X25 naming and
filtering.

OTS Filtering
The OTS subsystem filter allows filtering of the message ID numbers that are typically found in the data
portion of an OTS subsystem’s log or trace record. The OTS subsystem filter is effective for any subsystem
that is a member of the OTS subsystem group.

OTS trace filtering configuration commands have the following form in config_file:
OTS[subsystem] msgid [! ] message_ID O0*
Keywords and arguments are interpreted as follows:

oTS Identifies the filter as an OTS subsystem filter.

subsystem One of the following group of OTS subsystems:
OoTS ACSE_PRES NETWORK
TRANSPORT SESSION

Note: The absence of subsystem implies that the filter applies to all OTS subsystems.

message_ID is the value of the message ID to filter. A message ID is used by OTS subsystems to
identify similar types of information. It can be recognized as a 4 digit number con-
tained in brackets ([ ] ) at the beginning of an OTS subsystem's trace or log record.
Initially all message_IDs are enabled for formatting. To format records with specific
message_IDs, turn off all message IDs using the !* operator, then selectively enable
the desired message IDs. Only one message_ID is allowed on each line. Multiple lines
are “OR"ed together.

STREAMS Filtering
The STREAMS subsystem filter allows filtering on some fields of the messages logged by STREAMS
modules and drivers. See strlog(7) for more information.

EXTERNAL INFLUENCES
International Code Set Support
Single- and multi-byte character code sets are supported in data. Single-byte character codesets are sup-
ported in filenames.

DEPENDENCIES
netfmt  only recognizes subsystems and filters from products which have been installed and configured.

WARNINGS
The syntax that was used for the obsolete LAN trace and log options has been mixed with the syntax for the
netfmt command such that any old options files can be used without any changes. The combination of
syntax introduces some redundancy and possible confusion. The global filtering options have the string
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formatter filter as the first two fields, while the LAN filtering options merely have the string
filter as the first field. It is expected that the older LAN filtering options may change to become more
congruent with the global filtering syntax in future releases.

The nettl and netfmt commands read the /etc/nettlgen.conf file each time they are exe-
cuted. These commands will not operate if the file becomes corrupted (see nettl(1M) and netfmt(1M)).

DIAGNOSTICS
Messages describe illegal use of netfmt command and unexpected EOF encountered.

EXAMPLES
The first group of examples show how to use command line options.
1. Format the last 50 records in file /var/adm/nettl.LOG00 (the default log file):
netftmt -t 50 -f Ivar/adm/nettl.LOGOO

2. Use the follow option to send all log messages to the console (normally, only DISASTER-class log
messages are sent to the console in console form):

netfmt -f /var/adm/nett.LOGOO0 -F > /dev/console
3. Monitor all log messages in a hpterm window:
hpterm -e /usr/shin/netfmt -F -f /var/adm/nettl.LOGO0

4. Read file /var/adm/trace.TRC1 for binary data and use conf.file as the filter
configuration file:
netftmt -c conf.file -f /var/adm/trace. TRC1
The remaining examples show how to specify entries in the filter configuration file used with the -C
option.

1. Tell netfmt to format only INFORMATIVE-class log messages coming from the NS_LS_IP
subsystem between 10:31:53 and 10:41:00 on 23 November 1993.

formatter filter time_from 10:31:53 11/23/93
formatter filter time_through  10:41:00 11/23/93
formatter filter class 1%
formatter filter class INFORMATIVE
formatter filter subsystem I*
formatter filter subsystem NS LS IP
2. Map hardware address to name(LAN):
name nodel 08-00-09-00-0e-ca
name node3 02-60-8c¢-01-33-58
3. Format only packets from either of the above hardware addresses:
filter source 08-00-09-00-0e-ca
filter source 02-60-8c¢-01-33-58

4. Format all packets transmitted from the local node, local , to the remote node, 192.6.1.3
which reference local TCP service ports login  or shell , or remote UDP port 777 :

filter ip_saddr local

filter ip_daddr 192.6.1.3
filter tcp_sport login

filter tcp_sport shell

filter udp_dport 777

5. Format a TCP connection from local node node2 to 192.6.1.3 which uses node2 service
port ftp and remote port 1198 .

filter connection node2:ftp 192.6.1.3:1198
6. Format all packets except those that use interface lan0 :
filter interface I lan0

7. Format all logged events for subsystem ip . No other events are formatted. (By default, all
events are formatted):
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filter subsystem ip event *

8. Format only event 5003 for subsystem ip . Format all events except 3000 for subsystem tcp .
No other events are formatted.

filter subsystem ip event 5003
filter subsystem tcp event *13000

9. Format only events 5003, 5004 , 5005, and 5006 for subsystem ip . Format all events except
events 3000, 3002, and 3003 for subsystemtcp . No other events are formatted:

filter subsystem ip event 5003-5006
filter subsystem tcp event *13000,!3002-3003
10. Format only those records containing message IDs 9973 and 9974 for subsystem session

and those not containing message ID 9974 for subsystem transport . All records from other
subsystems are formatted:

ots session msgid I*

ots session msgid 9973

ots session msgid 9974

ots transport msgid 19974

11. Combine LAN and general filtering options into one configuration file. Format 15 minutes of
pduin and pduout data starting at 3:00 PM on 2 April 1990 for data from lan0 interface.

formatter filter kind 0x30000000
formatter filter time_from 15:00:00 04/02/90
formatter filter time_through  15:15:00 04/02/90
filter interface 1%

filter interface lan0

AUTHOR
netfmt was developed by HP.

FILES

/etc/nettigen.conf default subsystem configuration file n
/var/fadm/conslog.opts default console logging options filter file
$HOME/.netfmtrc default filter configuration file if the -c config_file option is
not used on the command line.
SEE ALSO

nettl(1M), kI(1M), nettlconf(1M), nettlgen.conf(4), strlog(7).
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NAME
nettl - control network tracing and logging
SYNOPSIS
lusr/shin/nettl - start
lusr/shin/nettl - stop
lusr/shin/nettl - firmlog 0 012 -card dev_name ...
lusr/shin/nettl -log class ... -entity subsystem ...
/usr/sbin/nettl - status [log [trace Oall ]
/usr/sbin/nettl - traceon  kind ... -entity subsystem ... [-card dev_name ..]
[-file tracename] [-m bytes] [-Size  portsize] [-tracemax  maxsize] [-n num_files]
lusr/shin/nettl - traceoff -entity subsystem ...

DESCRIPTION

The nettl  command is a tool used to capture network events or packets. Logging is a means of capturing
network activities such as state changes, errors, and connection establishment. Tracing is used to capture
or take a snapshot of inbound and outbound packets going through the network, as well as loopback or
header information. A subsystem is a particular network module that can be acted upon, such as
ns_Is_driver ,or X25L2. nettl s used to control the network tracing and logging facility.

Except for the -status  option, nettl  can be used only by users who have an effective user ID of 0.

Options
nettl recognizes the following options, which can be used only in the combinations indicated in
SYNOPSIS. Some option and argument keywords can be abbreviated as described below. All keywords are
case-insensitive.

-start (Abbr.: -st )
Used alone without other options.

Initialize the tracing and logging facility, start up default logging, and optionally start up
console logging. Logging is enabled for all subsystems as determined by the

/etc/nettigen.conf file. Log messages are sent to a log file whose name is deter-
mined by adding the suffix .LOGOO to the log file name specified in the
/etc/nettigen.conf configuration file. Console logging is started if console logging
has been configured in the /etc/nettlgen.conf file. See nettlconf(1IM) and

nettlgen.conf(4) for an explanation of the configuration file. If the log file (with suffix)
already exists, it is opened in append mode; that is, new data is added to the file. The
default  name is  /var/adm/nettl (thus logging starts to file
/var/adm/nettl. LOGOO ). See "Data File Management" below for more information
on how the log file is handled.

A nettl -start command is performed during system startup if the NETTL variable
in the /etc/rc.config.d/nettl file has a value of 1.

Note: It is strongly recommended that the tracing and logging facility be turned on before
any networking is started and remain on as long as networking is being used. Otherwise,
information about disasters will be lost. To minimize the impact on the system, all subsys-
tems can be set with the -log option to capture only disaster  -class log messages.

-stop (Abbr.: -sp)
Used alone without other options.

Terminate the trace/log facility. Once this command is issued, the trace/log facility is no
longer able to accept the corresponding trace/log calls from the network subsystems.

Note: See note for the -start option.

-card dev_name ...
(Abbr.: -c)
This option is required by the X.25 subsystems; it is optional for other subsystems. Some
subsystems do not support this option.
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Limit the trace information gathered to only the data that comes from the specified net-
work interface card. More than one dev_name can be specified at a time in order to trace
multiple network interfaces.

dev_name specifies a device which corresponds to a network interface card that has been
installed and configured. It can be either an integer representing the network interface, or
the device file name of the network interface. Some subsystems do not support both types
of dev_name. For example, the X25 subsystems require that dev_name be a device file
name. The product documentation for the subsystems should explain if the -card  option
is applicable and how to choose an appropriate dev_name.

If dev_name is not an integer it is assumed to be a device file name. The path prefix
/dev/  will be attached in front of dev_name if it is not an absolute path name to form the
device file name, /dev/ dev_name. dev_name must refer to a valid network device file.

-entity all
-entity subsystem ...
(Abbr.: -e)
Limit the action of -log , -traceoff , or -traceon  to the specified protocol layers or

software modules specified by subsystem.

The number and names of subsystems on each system are dependent on the products that
have been installed. Use the command nettlconf -status to obtain a full listing of
supported subsystems and the products that own them.

Examples of OSI subsystems:

acse_pres ftam_init mms
asnl ftam_resp network
cm ftam_vfs ots
em ftp_ftam_gw transport
ftam_ftp_gw hps ula_utils
Examples of LAN subsystems:
ns_Is_driver ns_lIs_loopback ns_Is_ni n
ns_lIs_icmp ns_Is_netisr ns_Is_tcp
ns_lIs_igmp ns_Is_nfs ns_Is_udp
ns_lIs_ip ns_Is_nft ns_lIs_x25

Two X.25-specific subsystems are used for tracing only:
X25L2 X25L3

-file tracename
(Abbr.: -f )
Used with the first -traceon  option only.

The first time the -traceon keyword is used, it initializes tracing, creating a file
tracename. TRCO which receives the binary tracing data. If a trace file of the name
tracename. TRCO already exists the binary trace data is appended to the end of the file.

To start a fresh trace file, first turn off tracing then turn it back on again using a different
tracename. See "Data File Management" below for more information on file naming.

If -file is omitted, binary trace output goes to standard output. If standard output is a
terminal device, an error message is issued and no tracing is generated.

-firmlog 0 012
(Abbr.: -fm)
Requires the -card  option.
Series 800 and X.25 only.

Set the X.25/800 interface card logging mask to level 0, 1, or 2. The default level is 0. The
X.25/800 interface logs a standard set of messages. A level of 1 specifies cautionary mes-
sages as well as the default messages. A level of 2 specifies information messages in addi-
tion to the cautionary and default messages. This option is recognized only by the
ns_Is x25 subsystem.
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-log class ...

-m bytes

nettl(1M)

(Abbr.: -l )
Requires the -entity option.

Control the class of log messages that are enabled for the subsystems specified by the
-entity  option.

class specifies the logging class. Available classes are:

Full Abbr. Mask

informative i 1

warning w 2

error e 4

disaster d 8

informative Describes routine operations and current system values.
warning Indicates abnormal events possibly caused by subsystem prob-

lems.
error Signals an event or condition which was not affecting the overall

subsystem or network operation, but may have caused an appli-
cation program to fail.

disaster Signals an event or condition which did affect the overall subsys-
tem or network operation, caused several programs to fail or the
entire node to shut down.

Classes can be specified as keywords or as a single numeric mask depicting which classes to
log. The mask is formed by adding the individual masks of the log classes. If you choose to
indicate several classes at once, be sure to separate each log class with a space.

disaster logging is always on. The default logging classes for each subsystem is
configured into the configuration file, /etc/nettlgen.conf . When the tracing/logging
facility is started, the information in the configuration file is read and subsystems are
enabled for logging with the specified classes. To change the log class, use the
"nettl -log class -entity subsystem" command with a new log class value. If
desired, the command can be run for different log classes and different entities.

Specify the number of bytes (bytes) of each trace record to trace. This option allows the
user to specify the number of bytes to be captured in the trace packet. The user may prefer
not to capture an entire PDU trace, such as when the user is only interested in the header.

The maximum value for bytes is 2000. By default, the entire packet is traced. A value of 0
will also cause the entire packet to be traced. This option currently applies only to kernel
subsystems.

-size  portsize

-status log
-status trace
-status [all
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(Abbr.: -s)
Used with first -traceon  option only.

Set the size in kilobytes (KB) of the trace buffer used to hold trace messages until they are
written to the file. The default size for this buffer is 68 KB. The possible range for portsize
is 1 to 1024. Setting this value too low increases the possibility of dropped trace messages
from fast subsystems.

1
(Abbr.: -ss )
Used alone without other options.

Report the tracing and logging facility status. The facility must be operational, that is,
nettl -start has been completed. The additional options define the type of trace or
log information that is to be displayed. The default value is all

log Log status information
trace Trace status information
all Trace and log status information
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-tracemax  maxsize
(Abbr.: -tm)
Used with first -traceon  option only.

Tracing uses a circular file method such that when one file fills up, another file is used. The
number of trace files that can exist on a system at any given time can be specified using the
-n option. See "Data File Management" below for more information on file behavior.

maxsize specifies the maximum size in kilobytes (KB) of any two trace files combined.
Therefore, the maximum size of each trace file will be approximately half of maxsize kilo-
bytes (KB). The default value for the combined file sizes is 1000 KB. The possible range for
maxsize is 100 to 99999.

-n num_files Used with first -traceon  option only.

Specifies the number of trace files that can exist on a system at any given time. However,
nettl can reduce the number of trace files depending on the available disk space. If the
option is not specified, the default value is two trace files.

-traceoff (Abbr.: -tf )
Requires the -entity option.

Disable tracing of subsystems specified by the -entity option. If all is specified as an
argument to the -entity option, all tracing is disabled. The trace file remains, and can
be formatted by using the netfmt command to view the trace messages it contains (see

netfmt(1M)).
-traceon all
-traceon  kind ...

(Abbr.: -tn )

Requires the -entity option. The -card option is required for X.25 subsystems.
Other options are not required.

Start tracing on the specified subsystems. The tracing and logging facility must have been
initialized by nettl -start for this command to have any effect. The default trace file
is standard output; it can be overridden by the -file option. If standard output is a ter- n
minal device, then an informative message is displayed and no trace data is produced.

When tracing is enabled, every operation through the subsystems is recorded if the kind
mask is matched.

kind defines the trace masks used by the tracing facility before recording a message. If
-traceon all is specified, all trace masks are enabled. kind can be entered as one or
several of the following keywords or masks:

keyword mask keyword mask

hdrin 0x80000000 State 0x04000000
hdrout  0x40000000 error 0x02000000
pduin 0x20000000 logging 0x01000000
pduout  0x10000000 loopback 0x00800000

proc 0x08000000

hdrin Inbound Protocol Header.

hdrout Outbound Protocol Header.

pduin Inbound Protocol Data Unit (including header and data).
pduout Outbound Protocol Data Unit (including header and data).
proc Procedure entry and exit.

state Protocol or connection states.

error Invalid events or condition.

logging Special kind of trace that contains a log message.
loopback Packets whose source and destination system is the same.

For multiple kinds, the masks can be specified separately or combined into a single
number. For example, to enable both pduin and pduout (to trace all packets coming
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into and out of the node) use either pduin pduout or 0x10000000 0x20000000
or the combination 0x30000000 .

Not all subsystems support all trace kinds. No error is returned if a given subsystem does
not support a particular trace kind.

If a-traceon s issued on a subsystem that is already being traced, the tracing mask and
optional values are changed to those specified by the new command, but the new -file
-size , and -tracemax options are ignored and a message is issued.

If -entity all is specified, all recognized subsystems are traced except X.25-specific
subsystems. To turn on tracing for X.25, use the command
nettl -traceon kind -e x.25_subsys -card dev_name

where the value of x.25_subsys is X25L2 or X25L3.

Data File Management

Data files created by the tracing and logging facility require special handling by the facility that the user
must be aware of. When files are created, they have the suffix .LOG00 or .TRCO0 appended to them,
depending on whether they are log or trace files, respectively. This scheme is used to keep the files distinct
for cases where the user specifies the same name in both places. Also, the files implement a type of circular
buffer, with new data always going into the file appended with .LOGOO or .TRCOO. When a
logname.LOGO0O or tracename.TRCOO file is full, each log or trace is renamed to the next higher number in
its sequence; that is, a file with sequence number N is renamed as a file with sequence number N+1 and a
new file named logname.LOGOO or tracename.TRCOO is created. The number of files that can exist
simultaneously on the system can be specified by the -n option.

Note: The file name prefix (logname or tracename) specified by the user must not exceed eight charac-
ters so that the file name plus suffix does not exceed fourteen characters. Longer names are trun-
cated. To see the actual name of the trace or log file, use the nettl -status all command.

Console Logging
Console logging is used to display significant log events on the system console. The values in the

/etc/nettigen.conf file determine if console logging is to be started and the entries in the
/var/adm/conslog.opts file determine what log messages will be reported to the console. The
nettlconf command can be wused to configure and maintain the information in the
/etc/nettigen.conf file (see nettlconf(1M)). If changes are made to these files, nettl  must be

stopped and restarted for the new information to take effect.

All log messages written to the console as a result of this configuration information are in a special short
form. If more information is desired on the console, the netfmt  formatter can be used to direct output to
the console device. This may be most useful in an X windows environment.

Console logging may be disabled if conservation of system resources is valued more than notification of log
events.

EXTERNAL INFLUENCES

International Code Set Support
Single- and multibyte character code sets are supported in data; single-byte character code sets are sup-
ported in file names.

EXAMPLES

1. Initialize the tracing/logging facility:
nettl -start
(See note for the -start option.)
2. Display the status of the tracing/logging facility.
nettl -status all

3. Change log class to error and warning for all the subsystems. disaster logging is always on
for all subsystems.

nettl -log e w -e all

4. Turn on inbound and outbound PDU tracing for the transport and session  (OTS/9000) subsys-
tems and send binary trace messages to file /var/adm/trace. TRCO .
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nettl -traceon pduin pduout -entity transport session \
-file Ivar/adm/trace

5. Turn on outbound PDU tracing for X.25 level two, and subsystem ns_Is_ip . Trace messages go to
the trace file set up in the previous example. This example also uses the abbreviated options. Tracing
for X.25 requires a -card option to indicate which X.25 card to trace.

nettl -tn pduout -e X25L2 ns_Is_ip -¢c x25_0
6. Determine status of tracing from the previous two examples.
nettl -status trace
The output should resemble the following:
Tracing Information:

Trace Filename: Ivar/adm/trace. TRC*

Trace file size(Kbytes): 1000

User's ID: 0 Buffer Size: 32768
Messages Dropped: 0 Messages Queued: 0
Subsystem Name: Trace Mask: Card:
TRANSPORT 0x30000000

SESSION 0x30000000

NS_LS IP 0x10000000

X25L2 0x10000000 x25 0

7.  Stop tracing for all subsystems.
nettl -traceoff -e all

8. Enable pduin and pduout tracing for ns_Is_driver (LAN driver) subsystem. Binary trace
data goes to file /var/adm/LAN.TRCO

The -file option of this command is only valid the first time tracing is called. The trace file is not
automatically reset with the -file option. To change the trace output file, stop tracing and start up
again. This example assumes that the -traceon  option is being used for the first time.

nettl -tn pduin pduout -e ns_Is_driver -file /var/adm/LAN n
9.  Terminate the tracing and logging facility.
nettl -stop

(See note for the -start option.)

WARNINGS
Although the nettl  command allows the specification of all log classes and all trace kinds for all subsys-
tems, many subsystems do not support all log classes and all trace kinds. No error or warning will be
issued if a subsystem does not support a log class or trace kind. Refer to the product documentation of the
subsystem for information on supported log classes and trace kinds.

Tracing to a file that resides on a NFS file system can impact system performance and result in loss of trace
data. It is recommended that NFS file systems not be used to contain tracing output files.

Tracing to a file may not be able to keep up with a busy system, especially when extensive tracing informa-
tion is being gathered. If some data loss is encountered, the trace buffer size can be increased. Be selective
about the number of subsystems being traced, as well as the kinds of trace data being captured.

The nettl  and netfmt commands read the /etc/nettigen.conf file each time they are run (see
nettl(1M) and netfmt(1M)). If the file becomes corrupted, these commands will no longer be operational.

FILES
/dev/netlog Kernel log pseudo-device file.
/dev/nettrace Kernel trace pseudo-device file.
/etc/nettigen.conf Tracing and logging subsystem configuration file.
letc/rc.config.d/nettl Contains variables which control the behavior of nettl  during sys-

tem startup.
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/var/fadm/conslog.opts Default console logging options filter file as specified in
/etc/nettlgen.conf )
/var/adm/nettl. LOGOO Default log file as specified in /etc/nettlgen.conf
AUTHOR

nettl  was developed by HP.

SEE ALSO
netfmt(1M), nettlconf(1M), nettlgen.conf(4).

Section 1M-554 -7 - HP-UX Release 11i: December 2000



nettladm(1M) nettladm(1M)

NAME

nettladm - network tracing and logging administration manager
SYNOPSIS

/opt/nettladm/bin/nettladm [t O ] [-c filter_file]

DESCRIPTION
The nettladm  command is a tool used to administer network tracing and logging. It provides an interac-
tive user interface to the nettl, netfmt, and nettlconf commands. The interface runs in either text terminal
mode or in a Motif graphical environment. To run nettladm  using Motif windows set the DISPLAY
environment variable to match the system name (e.g., DISPLAY=system:0.0 ) prior to using the com-
mand.

The nettladm  command starts a menu-driven program that makes it easy to perform network tracing
and logging tasks with only limited specialized knowledge of HP-UX. nettladm is a self-guided tool, and
context-sensitive help is available at any point by pressing the f1 function key.

Options
nettladm  recognizes the following options:

-l Shortcut to enter the “Logging Subsystems” (logging) area. This is the default.
-t Shortcut to enter the “Tracing Subsystems” (tracing) area.

-c filter_file Use the contents of filter_file as the default set of subsystem formatting criteria when creat-
ing reports within the “Create Report” area. The defaults can be overridden through the
interface screens. Global filters (those beginning with the word FORMATTERand com-
ments are ignored. See netfmt(1M) for the description and syntax of filter_file.

EXTERNAL INFLUENCES
International Code Set Support
Single- and multibyte character code sets are supported in data; single-byte character code sets are sup-
ported in file names.

WARNINGS
Changes to logging and tracing levels and states are not preserved across system reboots or stops and res-
tarts from outside of the nettladm command. Permanent changes must be made to the
/etc/nettigen.conf file using the nettlconf command. Note that changes to console logging and
all logging startup parameters are preserved.

Although the nettladm  command allows the specification of all log classes and all trace kinds for all sub-
systems, many subsystems do not support all log classes and all trace kinds. No error or warning will be
issued if a subsystem does not support a log class or trace kind. Refer to the product documentation of the
subsystem for information on supported log classes and trace kinds.

The nettladm  command reads the /etc/nettlgen.conf and /var/adm/conslog.opts files
each time it is run (see nettlgen.conf(4)). If the files become corrupted, this command will no longer be
operational.

DEPENDENCIES
nettladm  runs in an X Windows environment as well as on the following kinds of terminals or terminal

emulators:
. :—|E-(I:ompatible terminal with programmable function keys and on-screen display of function key
abels.
e VT-100
FILES
/etc/nettigen.conf Tracing and logging subsystem configuration file.
/var/fadm/conslog.opts Default console logging options filter file as specified in
/etc/nettigen.conf )
/var/adm/nettl. LOGOO Default log file as specified in /etc/nettlgen.conf
/var/fadm/nett. TRCO Default trace file.
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/opt/nettladm/lib/X11/app-defaults/Nettladm
X11 application defaults file.

AUTHOR
nettladm  was developed by HP.

SEE ALSO
nettl(1M), netfmt(1M), nettlconf(1M), nettlgen.conf(4).
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NAME
nettlconf - configure network tracing and logging command subsystem database
SYNOPSIS
/usr/sbin/nettlconf [-KL ] -status
/usr/sbin/nettlconf -L [-console  conlog] [-portsize logportsize |
[-space maxlogspace] [-filename logfilename ] [-option logoptfile ]
/usr/sbin/nettlconf [-KL 1 [-gmin  minimumklqueuesize ]

[-gmax maximumklqueuesize] [-Space maxlogspace ]
[-filename logfilename] [-write  writelog ]

/usr/sbin/nettlconf [-S] -id ssid -name ssname [-class  logclass]
[-kernel|-st[reams] ] -lib  sslib -msg ssmsgcat [-fmtfn  fmtfunc]
[-optfn optfunc] -group ssgrpname

lusr/shin/nettlconf -delete  ssid

DESCRIPTION
nettlconf maintains the database file /etc/nettlgen.conf which contains information required
by the nettl , kl , and netfmt commands (see nettl(1M), kI(1M), and netfmt(1M)). This database con-
tains system logging information along with a description of each subsystem that uses either NetTL or KL
facility to log messages.

nettlconf can be used to update the network or kernel logging parameters or to add, update and delete
subsystem descriptions. If a subsystem already exists with the same ssid, the values given are substituted
for those in the database; otherwise a new entry is created.

System administrators may use the nettlconf command to customize the network or kernel logging
parameters stored in the database such as console logging behavior, the system log file name, the max-
imum system log file size, and the amount of memory required by NetTL and KL facilities.

nettlconf is also called during system startup to change the database to reflect the values of any
relevant environment variables in the /etc/rc.config.d/nettl file.

Products use the nettlconf command during product installation to configure subsystems into the n
NetTL and KL facilities. The installation will execute the nettlconf command for each subsystem it
installs in order to provide the information necessary for the subsystem to use the NetTL and KL facilities.

Only users with appropriate privileges can invoke nettlconf to modify the configuration file.

Options
The following options can be used to view the network or kernel logging parameters and all subsystem
descriptions from the nettlgen.conf database.

-status (abbrev: -s) display the contents of the database relevant to the network logging
facility only.

-KL -status display the contents of the database relevant to the kernel logging facility only.

The following options can be used to update configuration information about network logging.

-L This indicates that subsequent options apply to updating network logging information.
Changes to logging information will not take effect until nettl has been stopped
and restarted. This is a required field.

-console  conlog (abbrev: -c ) conlog is set to 1 if console logging is to be enabled when nettl is
started, O if not. (Console logging is used to report interesting events on the system
console.) This is an optional field.

NOTE: during system startup conlog will be changed to match the value of the
NETTL_CONSOLE variable in the /etc/rc.config.d/nettl file.

-portsize logportsize
(abbrev: -p ) logportsize determines the number of outstanding messages possible in
the log queue. The value is in multiples of 1024 bytes. Valid range is 1 through 64.
The default is 8. This is an optional field.

-Space maxlogspace
(abbrev: -s ) maxlogspace is the maximum logging file space to be allowed. This is
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the combined size of the 2 ping-ponged log files. Specify the size in multiples of 1024
bytes. Valid range is 1 through 10240. Default is 1000. This is an optional field.

-filename  logfilename
(abbrev: -f ) logfilename is the path and file name to be used as the system log file,
without the ping-pong extension (.LOGx). The default system log file is
/var/adm/nettl . This is an optional field.

-option  logoptfile
(abbrev: -0) logoptfile is the path and file name to be used as the console log options
file. The information in this file will be used to select logged events that will be
reported to the system console. The default console logging options file is
/var/fadm/conslog.opts . This is an optional field.

The following options can be used to update configuration information about kernel logging.

-KL This indicates that subsequent options apply to updating kernel logging information.
Changes pertinent to the writing modules of the kernel loggin facility, such as kernel
logging file name and maximum space for kernel log file (see below) will take effect
whenever writing facility gets turned on. Changes to the kernel logging facility as a
whole will not take effect until kI has been stopped and started.

-gmin  minimumklqueuesize
minimumklqueuesize determines the minimum number of outstanding messages pos-
sible in the log queue of KL. Valid range is 100 through 10000. The default is 1000.
This is an optional field.

-gmax maximumklqueuesize
maximumklqueuesize determines the maximum number of outstanding messages pos-
sible in the log queue of KL. Valid range is 100 through 10000. The default is 1000.
This is an optional field.

-Space maxlogspace
(abbrev: -s ) maxlogspace is the maximum logging file space to be allowed. This is
the size of one ping-ponged log files. Valid range is 8192 (8K) through 1024M. Default
if 1M. This is an optional field.

Note: One can use suffixes K and Mto specify whether size is meant to be in Kilo or
Mega bytes.

-filename  logfilename
(abbrev: -f ) logfilename is the path and file name to be used as the kernel log file,
without the ping-pong extension (.KLOGx). The default system kernel log file is
/var/fadm/kI . This is an optional field.

-write  writelog  (abbrev: -w) writelog is set to 1 if writing kernel log to disk is to be enabled when
Kkl is started, 0 if not. Default is 0. This is an optional field.

The following options are used to add or update a subsystem description to the database.

-S Indicates that subsequent options apply to adding or updating a subsystem entry.
This is an optional field.

-id  ssid (abbrev: -i ) ssid (subsystem ID number) is used as the key field in the
nettlgen.conf database. It uniquely identifies a subsystem to the NetTL and KL

facilities. This is a required field.

Note: Subsystems are mutually exclusively supported by NetTL and KL facilities. This
means that a given subsystem logs its messages either through NetTL or KL, but not
both. The following rule applies: if the subsystem ID number is within 0 through 511
(including end numbers) range, then NetTL facility takes care of those messages; if
the subsystem ID number is within 512 through 1023 (including end numbers) range
then KL facility takes care of those messages. Subsystem ID numbers greater than
1023 are not allowed.

-name ssname (abbrev: -n) ssname is the subsystem-name mnemonic. This string is used to iden-
tify the subsystem on the nettl and kl command lines and also in the subsystem
header displayed by the formatter (see nettl(1M), kI(1M) and netfmt(1M)). This is a
required field.
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-class  logclass
-kernel

-streams

-lib  sslib

-msg ssmsgcat
-fmtfn  fmtfunc
-optfn  optfunc
-group  ssgrpname

netticonf(1M)

(abbrev: -c ) logclass is the default log class mask assigned to the subsystem at
start-up of NetTL or KL facility. This is an optional field.

There is an important difference between the interpretation of the logclass by NetTL
and KL facilities.

Interpretation By NetTL
For multiple classes, the masks must be combined into a single decimal number. For
example, to initially log DISASTER and ERRORevents use 12 as the logclass.
Default is an empty field in nettlgen.conf . nettl  substitutes 12 (disaster
and error) for an empty class field.

Interpretation By KL

For KL, the following rule applies for the messages to log: if level x is specified then
all messages whose severity is greater or equal to the severity of class x will be logged.
For example, if the logclass is 2, all warning, error and disaster messages will be
logged by KL. Default is an empty field in nettlgen.conf .kl substitutes 8
(disaster) for an empty class field.

Class Abbreviation
informative 1
warning 2
error 4
disaster 8

(abbrev: -k ) flags the given subsystem as a kernel subsystem. nettl uses this
information to control certain tracing and logging properties of the subsystem. If a
subsystem is serviced by NetTL facility, then it is defaulted to non-kernel unless this
option is specified, whereas any subsystem serviced by KL facility is defaulted as a
kernel unless otherwise specified. This is an optional field.

(abbrev: -st ) flags the given subsystem as a streams based kernel subsystem.
nettl uses this information to control certain tracing and logging properties of the
subsystem. A subsystem is defaulted to non-kernel unless this option is used. This is
an optional field.

(abbrev: -l ) sslib is the name of the shared library where the subsystem formatter
resides. This should be an absolute path name unless the library resides in
lusr/lib . Multiple subsystems can reference the same library. This is a required
field.

(abbrev: -m) ssmsgcat is the name of the subsystem formatter message catalog. If
the pathname and .cat filename extension are excluded, Zusr/lib/nls/%L/%N.cat
is used to locate ssmsgcat. Otherwise, ssmsgcat must be formatted similarly to the
NLSPATHenvironment variable (see environ(5)). Multiple subsystems can refer to
the same message catalog. This is a required field.

(abbrev: -f ) fmtfunc specifies the function to call when formatting data from the
given subsystem. Multiple subsystems can reference the same formatting function.
Default is to form the function name from the subsystem ID as follows:

subsys_ N_format
where N is the subsystem ID number. If a null function is needed for this subsystem,
specify

-f NULL
This is an optional field.

(abbrev: -0) optfunc specifies the function used to process options in the netfmt
filter configuration file (see netfmt(1M)). Multiple subsystems can reference the same
options processing function. The default is an empty field in nettlgen.conf
netfmt assumes a NULL function for an empty optfunc field. This is an optional
field.

(abbrev: -g) ssgrpname is a group name associated with the subsystem. It is

HP-UX Release 11i: December 2000 -3- Section 1M-559

n



nettliconf(1M) netticonf(1M)

typically the product name of the subsystem. Several subsystems can be grouped
together so that a common banner is printed in the formatted header. This is a
required field.

The following option is used to remove a subsystem description from the database.

-delete  ssid (abbrev: -d ) Deletes all information associated with the ssid (subsystem ID) from the
database.

WARNINGS
The nettlconf utility is intended primarily for use by HP subsystems to configure themselves into the
NetTL and KL facilites at installation time. System administrators may wish to use this command to alter
the default logging class each subsystem starts up with, but no other information about the subsystem
should be changed.

The nettl , kl , and netfmt commands read the /etc/nettlgen.conf file each time they are exe-
cuted. If the file becomes corrupted these commands cannot function.
Some changes to the /etc/nettlgen.conf file do not take effect until nettl , kl , and netfmt are
stopped and restarted.

AUTHOR
nettlconf was developed by HP.

FILES
/etc/nettigen.conf subsystem configuration file maintained by nettlconf
letc/rc.config.d/nettl configuration file controlling nettl  during system startup

SEE ALSO

netfmt(1M), nettl(1M), kl(1M), nettlgen.conf(4), environ(5).
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NAME
newaliases - rebuilds the database for the mail aliases file

SYNOPSIS
newaliases [-on ]

DESCRIPTION o
newaliases rebuilds the random access database for the mail aliases file /etc/mail/aliases It
must be run each time this file is changed in order for the change to take effect.

newaliases s identical to sendmail -bi

Options
-on Validate addresses. When sendmail rebuilds the alias database files, it will check the legality of all
addresses to the right of the colons. Each address is validated. If the validation fails, the address is
skipped and a warning message is displayed.

RETURN VALUE
The newaliases utility exits 0 on success, and >0 if an error occurs.

AUTHOR
newaliases was developed by the University of California, Berkeley, and originally appeared in 4.0BSD.
The manual page originally came from sendmail 8.7

FILES
/etc/mail/aliases The mail aliases file.
/etc/mail/aliases.db
Database of alias names.

SEE ALSO
aliases(5), sendmail(1M).
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NAME
newarray - configure a disk array

SYNOPSIS
newarray [-N Config_Name | -rRAID_Level] [Options ] device_file

DESCRIPTION

newarray , a front-end program for the utility cfl (see cfl(1M)), facilitates the configuration of Hewlett-
Packard SCSI disk arrays. It is the recommended utility for all array configuration. Array configuration
maps a set of one or more physical disk mechanisms in an array to a set of one or more logical disks,
addressable by HP-UX. Logical disks are addressed through device files. Each logical disk in an array (also
known as a LUN, for Logical UNit), has its own device file. A logical disk can consist of a single physical
disk, a portion of a single physical disk, multiple physical disks, or portions of multiple physical disks. For
additional information about possible array configurations, see the array configuration table contained in
the file /etc/hpC2400/arraytab , and arraytab(4).

Supported configurations for the array device are pre-defined in the array configuration table, located in file
letc/hpC2400/arraytab

newarray can configure a complete set of logical partitions for an array in one operation. Due to the
inter-dependency of logical partitions, this is the recommended method for configuration. A single logical
partition can be added to an array configuration using an entry from the array configuration table by using
the -L option.

device_file is a character device file that specifies the 1/0 address, and driver to use when configuring
the disk array. The way that this file is used by newarray is system dependent. See dependencies
below. Logical partitions in an array are independently addressable by using the appropriate device file to
address the logical unit assigned to a partition.

Prior to configuring the array (except with the -L option ), all currently configured logical partitions are
removed from the configuration.

To simplify array configuration newarray obtains much of the necessary information directly from the
array device, and its attached disk mechanisms. The array model number, and the number of available
physical disks available, is determined by querying the device. This information is used to locate the
appropriate configuration entry in the array configuration table. Optional parameters can be used to over-
ride the default, and inquiry values.

The preferred configuration method is to use the -N option to specify a configuration by name. The name
determines which configuration newarray uses from the array configuration table. Configuration param-
eters are obtained from the named configuration entry. Parameters of the chosen configuration can be
overridden using options to newarray , or by creating and using a custom configuration entry in the array
configuration table. See the WARNINGS section of this manpage.

Because the array controller type, and disk mechanism types are used in addition to the configuration
name to select an entry from the array configuration table the configuration name does not have to be
unique within the array configuration table. However, the combination of configuration name, array con-
troller type, and disk mechanism types must be unique within the array configuration table. During
configuration, the array controller type, and disk mechanism types are obtained by querying the devices.

The -r option specifies an operating mode, rather than specifying a configuration by name. The -d
option, which specifies the size of a disk group, is often used with the -r option. If -d is not used,
newarray selects the configuration in the array configuration table that most closely matches the disks in
the array.

When the configuration parameters have been determined, newarray calls cfl.

If the -V option is used, newarray prints its actions, and the parameters it passes to cfl to configure
the array (see cfl(1M)).

Array Configuration
newarray obtains its configuration values from the array configuration table. If not specified there,
default values are provided by cfl (see cfl(1M)). Configuration values can be overridden by newarray
options.

Options
-L unitaddr Configures a single LUN from the specified configuration. The -L option is useful for
adding disks to an array without changing the existing configuration. Because the order in
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which LUN’s are configured determines the physical mapping on the disks within the array,
be very careful when using the -L option.

-N config_name
The name of the configuration to be used, as specified in the configuration file
/etc/hpC2400/arraytab . See arraytab(4).

-V Display the parameters of array configuration, and the utility commands issued as part of
the configuration process.

-b block_size The size in bytes of the LUN block. Must be an integral number of the physical disk
mechanism sector size. Currently supported values are 512, 1024, 2048, and 4096.

-C capacity The size in blocks of the LUN. A value of 0 defaults to the largest capacity available. If the
LUN type is set to sub-LUN, the capacity is the available capacity of the composite drive
group or 2 GByte if the 2 GByte flag is set, which ever is smaller. See -f option.

-d group_size Physical drive group will contain this number of disks in the logical partition configuration.

-f flags Configuration flags. There are 16 flags, represented by a 16 bit hexadecimal number.
Currently only four of the flags are defined. The flag definitions and their default value are:
Bit0 off Not used.

Bit 1 on Disable auto reconstruction. When set (on), disables the automatic detec-
tion, and initiation of failed disk data reconstruction.

Bit2 off Not used.

Bit3 off Not used.

Bit4 on When set (on), enables AEN (automatic event notification) polling.

Bit 5 on When set (on), enables read parity verification.

Bit 6 on When set (on), enables write with parity verification.

Bit7 off Not used.

Bit8 off Mode Sense default pages. Bit 8 and Bit 9 concurrently set is reserved.

Bit9 off Mode Sense current pages. Bit 8 and Bit 9 concurrently set is reserved.

Bit 10-15 off Not used.

-g group_name
Use physical drive group configuration with label GroupName (in array configuration table)
for this LUN configuration.

-i seg0_size  The size in bytes of the first segment LUN. This allows this area to be set to a size different
than the remainder of the disk, an area typically used as the boot block for some systems.
This must be a integral number of the block-size. If there are no special requirements, this
parameter should be set to 0.

-k recon_size Reconstruction size. The -k option specifies (in LUN blocks) the amount of data to be
reconstructed in a single operation during reconstruction of a redundant drive
configuration. Larger values provide more efficient (faster) reconstruction, but hold off the
servicing of 1/O requests. Smaller values allow quicker servicing of 1/O requests, but with
less efficient (slower) reconstruction.

-l recon_freq Reconstruction frequency. The -l option specifies (in tenths of a second) the time period
between reconstruction of disk segments in a redundant drive configuration. Small time
periods cause the array to consume most of its time reconstructing data, but allow the
reconstruction to complete more quickly. Large time periods allocate more time to 1/0O pro-
cessing, but require longer reconstruction times.

- raid_level The RAID (redundancy level) to apply to the disks in the array. Valid entries for raid_level
are RAID_O, RAID_1, RAID_3, and RAID_5. Some RAID levels require specific physical drive
configurations. See also the -g option.

-S seg_size The number of bytes of a contiguous segment of the logical address space residing on a sin-
gle physical disk. This affects how many physical disks are involved in a single 1/0 request.
If 1/0 requests are mostly random, single-block requests, set this value to the integral
number of the LUN block size that minimizes the number of disks necessary to service most
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1/0O requests. A larger size will allocate more time to 1/0O processing.

-t LUN_type LUNSs can be configured as regular LUNs (reg ), or sub-LUNs (Sub). A regular LUN utilizes
all the available capacity of a disk group, or limits the LUN configuration to 2 GBytes if the
2 GByte limiter is set. If a regular LUN configuration is used, the -C option is ignored. A
sub-LUN allows logical partitioning of the disk group capacity into a maximum of eight
LUNs. Valid values for LUN_type are "reg " and "sub ".

Custom Configurations
You can create array configurations that might be better suited to a particular application by using
newarray 's command line parameters to override default values, or by creating special entries in the
array configuration table in the file /etc/hpC2400/arraytab . Before you do, see cautionary notes in
the WARNINGS section of this manpage.

RETURN VALUES
newarray will return the following values:

0 Successful completion.
-1 Command failed (an error occurred).

ERRORS
newarray: device busy

To ensure that newarray does not modify a disk array that is being used by another process, newar-
ray attempts to obtain exclusive access to the disk array. If the disk array is already opened by another
process (for example, LVM — the Logical Volume Manager), a “device busy " error message is returned
by the driver. To eliminate the “device busy ” condition, determine what process has the device open.
In the case of LVM, it is necessary to deactivate the volume group containing the array before configuring
the array (see vgchange(1M)).

EXAMPLES:
The following examples use configurations contained in /etc/hpC2400/arraytab

Raid Level Specification
To configure an HP C2425D with 5 internal disks to a five drive RAID level 0 configuration (on Series 700
computer):

newarray -rRAID_O /dev/rdsk/c2t3d0
To configure an HP C2425D with 5 internal disks to a one drive RAID level 0 configuration (on Series 700):
newarray -rRAID_0 -d1 /dev/rdsk/c2t3d0

Name Specification
To configure an HP C2430D with five disks connected on SCSI channel 3 (on a Series 800) using the
configuration "Raid_3_5d" in /etc/hpC2400/arraytab

newarray -NRaid_3_5d /dev/rdsk/c2t3d0

WARNINGS
We strongly recommend that you use the array configurations that are specified, and delivered by Hewlett-
Packard, in the file /etc/hpC2400/arraytab. These configurations have been tested and certified

for proper use on Hewlett-Packard computer systems. Custom configurations cannot be warranted for
proper operation.

Configuring a disk array causes the loss of user data on the array.

When using the -L option, physical media is assigned to the logical unit in the order in which the logical
units are configured. Existing logical unit configurations are NOT removed prior to configuration with this
option. The use of this option is not recommended at this time.

DEPENDENCIES
File System Considerations
The disk array maps the address space of one or more physical disk mechanisms onto logical "disk" parti-
tions. The parameters defined in the configuration, together with the data access patterns of the user's
application, determine the operating characteristics of the logical disk. Some configurations create multiple
logical partitions, that share a set of physical disks. 1/O traffic to each of the logical partitions affects per-
formance, due to the common physical disk resources. The file system or application using the "logical"
disk may require or assume certain characteristics. For optimal system performance it is necessary that
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the file system configuration and application be compatible with the array configuration.

Your choice of segment size directly affects the performance of the disk array. Choose this parameter in
concert with the choice of the parameters used when building the file system on the device. In general, the
segment size determines how much data from a single 1/O will be stored on a single disk within the array.
A smaller value will involve more of the disks with the 1/0O, whereas a larger value will involve fewer disks.
If input/output operations tend to be very long, the involvement of multiple disks may hasten the comple-
tion of each 1/0O. In this case the access time is the same as a single disk, but the disk data transfer time is
shared across the set of disks. If input/output operations are short, the access time will dominate relative
to the disk data transfer time, and more input/output operations may be processed in parallel by involving
fewer disks in each 1/0. In all cases the relative locality of data and the access pattern will affect the per-
formance. For highly sequential data, it may be advantageous to locate the data for a single 1/0 on a single
disk, to take advantage of read-ahead caching within each disk.

Configurations for the HP C2430 disk array should enable the automatic data reconstruction LUN flag as
part of the configuration specification.

Supported Array Products:
The HP C2425 and HP C2427 disk arrays are only supported on Series 700 systems running HP-UX version
9.0X.

The HP C2430 disk array is supported on Series 700 and 800 systems running HP-UX versions 9.0X and
10.0X.

AUTHOR
newarray was developed by HP.

SEE ALSO
arraytab(4), cfl(1M), buildfs(1M), fs(4), mkfs(1M), sss(1M), dcc(1M).
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NAME

newfs(1M)

newfs - construct a new file system

SYNOPSIS

/usr/sbhin/newfs

DESCRIPTION

[-F FStype] [-0 specific_options] [-V ] special

The newfs command is a "friendly" front-end to the mkfs command (see mkfs(1M)). The newfs com-
mand calculates the appropriate parameters and then builds the file system by invoking the mkfs com-

mand.

special represents a character (raw) special device.

Options

newfs recognizes the following options:

-F FStype

Specify the file system type on which to operate (see fstyp(1M) and fs_wrapper(5)). If
this option is not included on the command line, then the file system type is deter-
mined from the file /etc/fstab by matching special with an entry in that file. If
there is no entry in /etc/fstab , then the file system type is determined from the
file /etc/default/fs

-0 specific_options

EXAMPLES

Specify options specific to the file system type. specific_options is a list of suboptions
and/or keyword/attribute pairs intended for an FStype-specific module of the com-
mand. See the file system specific manual entries for a description of the
specific_options that are supported, if any.

Echo the completed command line, but perform no other actions. The command line
is generated by incorporating the specified options and arguments and other informa-
tion derived from /etc/fstab . This option allows the user to verify the command
line.

Execute the newfs command to create an HFS file system on /dev/rdsk/c1t0d2

newfs -F hfs

AUTHOR

/dev/rdsk/c1t0d2

newfs was developed by HP and the University of California, Berkeley.

FILES
/etc/default/fs
/etc/fstab

SEE ALSO

File that specifies the default file system type.
Static information about the file systems.

fsck(1M), fstyp(1M), mkfs(1M), newfs_hfs(1M), newfs_vxfs(1M), fstab(4), fs_wrapper(5).
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NAME

newfs_hfs(1M)

newfs - construct a new HFS file system

SYNOPSIS
/usr/sbhin/newfs

[-F hfs 1 [-B]1 [-d] [-L @S] [-O disk_type] [-R swap] [-V] [-V]

[mkfs-options] special

DESCRIPTION

The newfs command builds a file system by invoking the mkfs command.

The newfs command creates the file system with a rotational delay value of zero (see tunefs(1M)).

special represents a character (raw) special device.

Options

newfs recognizes the following options:

-F hfs
-B

-LGS

-O disk_type

-R swap

'

-V

Specify the HFS file system type.

Reserve space for boot programs past the end of the file system. If file
/usr/lib/uxbootlf is present on the system then sufficient space to accommo-
date that file is reserved, otherwise 691 KB sectors are reserved. This option
decreases the size of the file system to be created. This option cannot be used if the
-S option is given; see "mkfs Options" below.

This option allows the newfs command to make the new file system in an ordinary
file. In this case, special is the name of an existing file in which to create the file sys-
tem. The -S option (see "mkfs Options") must be provided with this option.

There are two types of HFS file systems, distinguished mainly by directory formats
that place different limits on the length of file names.

If -L is specified, build a long-file-name file system that allows directory entries (file
names) to be up to MAXNAMLENKRS55) bytes long.

If -S is specified, build a short-file-name file system that allows directory entries (file
names) to be up to DIRSIZ (14) bytes long.

If neither -L nor -S is specified, build a file system of the same type as the root file
system.

Use disk parameters from the entry for the named disk type in /etc/disktab

This option is provided for backward compatibility with previous HP-UX releases.
Any parameters specified in the command line will override the corresponding values
in /etc/disktab . Any values not given in the command line or in
/etc/disktab will be defaulted.

Reserve swap megabytes (MB) of swap space past the end of the file system. This
option decreases the size of the file system to be created by the given amount. This
option cannot be used if the -S option is given; see "mkfs Options" below.

Verbose; the newfs command prints out its actions, including the parameters passed
to the mkfs command.

Echo the completed command line, but perform no other actions. The command line
is generated by incorporating the user-specified options and other information derived
from /etc/fstab . This option allows the user to verify the command line.

Both the -R and -B options can be given in the same command line. In this case, both the requested swap
space and the space needed for boot programs are reserved. These options are for use when the file system
size defaults to the size of the entire disk.

mkfs Options

The mkfs-options argument can be zero or more of the following options that can be used to override default
values passed to the mkfs command:

-b blksize

The primary block size for files on the file system. Valid values are: 4096, 8192,
16384, 32768, and 65536. The default value is 8192 bytes.

-C cylinders_per_group

The number of disk cylinders per cylinder group. This number must be in the range 1
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to 32. The default value is 16 cylinders per group.

-f  fragsize The fragment size for files on the file system. fragsize represents the smallest amount
of disk space to be allocated to a file. It must be a power of two no smaller than
DEV_BSIZE and no smaller than one-eighth of the file system block size. The default
value is 1024 bytes.

-i number_of_bytes_per_inode
The density of inodes in the file system specified as the number of bytes per inode.
The default is 6144 bytes per inode.

This number should reflect the expected average size of files in the file system. If
fewer inodes are desired, a larger number should be used; if more inodes are desired,
a smaller number should be used.

Note: The number of inodes that will be created in each cylinder group of a file sys-
tem is approximately the size of the cylinder group divided by the number of bytes per
inode, up to a limit of 2048 inodes per cylinder group. If the size of the cylinder group
is large enough to reach this limit, the default number of bytes per inode will be
increased.

-m free_space_percent
The minimum percentage of free disk space allowed. The default value is 10 percent.

Once the file system capacity reaches this threshold, only users with appropriate
privileges can allocate disk blocks.

-I revolutions_per_minute
The disk speed in revolutions per minute (rpm). The default value is 3600 revolutions

per minute.
-S size The number of DEV_BSIZE blocks in the file system. DEV_BSIZE is defined in
<sys/param.h> . The default value is the size of the entire disk or disk section

minus any swap or boot space requested. See mkfs_hfs(1M) for limits on the size of
HFS file systems.

-t tracks_per_cylinder
The number of tracks per cylinder. The default value depends on the size of the file
system. For file systems of less than 500 MB, the default is 7; for file systems between
500 MB and 1 GB, the default is 12; for file systems larger than 1 GB the default is 16.

-0 specific_options
Specify a list of comma separated suboptions and/or keyword/attribute pairs from the

list below.

largefiles |nolargefiles
Controls the largefile featurebit for the file system. The default is nolarge-
files . This means the bit is not set and files created on the file system will be
limited to less than 2 gigabytes in size. If largefiles is specified, the bit is

set and the maximum size for files created on the file system is not limited to 2
gigabytes (see mount_hfs(1M) and fsadm_hfs(1M)).

Access Control Lists
Every file with one or more optional ACL entries consumes an extra (continuation) inode. If you anticipate
significant use of ACLs on a new file system, you can allocate more inodes by reducing the value of the
argument to the -i option appropriately. The small default value typically causes allocation of many more
inodes than are actually necessary, even with ACLs. To evaluate the need for extra inodes, run the

bdf -i command on existing file systems. For more information on access control lists, see acl(5).
EXAMPLES
Execute the newfs command to create an HFS file system on a non-LVM disk /dev/rdsk/c1t0d2 and

reserve 40 megabytes of swap space.
newfs -F hfs -R 40 /dev/rdsk/c1t0d2

Create an HFS file system within a logical volume, my_lvol , whose size is identical to that of the logical
volume. (Note the use of the character (raw) special device.)
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newfs -F hfs  /dev/ivg01l/rmy_Ivol

WARNINGS
The old -F option, from prior releases of newfs(1M), is no longer supported.

newfs(1M) cannot be executed specifying creation of a file system on a whole disk if that disk was previ-
ously used as an LVM disk. If you wish to do this, use mediainit(1) to reinitialize the disk first.

AUTHOR
newfs was developed by HP and the University of California, Berkeley.

FILES
letc/disktab
/etc/fstab Static information about the file systems.

SEE ALSO

bdf(1M), fsadm_hfs(1M), mkboot(1M), mkfs(1M), mkfs_hfs(IM), mount_hfs(1M), newfs(1M), tunefs(1M),
disktab(4), fs(4), acl(5).
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NAME
newfs - create a new VXFS file system
SYNOPSIS
/usr/sbhin/newfs [-F vxfs 1 [-B] [-O disk_type] [-R swap] [-V] [-V ]

[mkfs_vxfs_options] special

DESCRIPTION
newfs -F vxfs  builds a VxFS file system by invoking mkfs . special specifies a character (or raw) file
(for example, /dev/rdsk/c0t6d0 ).

Options
newfs recognizes the following options:
-F  vxfs Specify the file-system type vxfs .
-B Reserve space for boot programs past the end of the file system. If the file

/usr/lib/uxbootlf is present on the system, sufficient space to accommodate
that file is reserved; otherwise 691 kilobytes are reserved. This option decreases the
size of the file system being created. This option cannot be used if the file-system size
is also specified using -s (see mkfs_vxfs  options below).

-O disk_type Use disk parameters from the disk_type named in /etc/disktab . This option is
provided for backward compatibility with previous HP-UX releases. Any parameters
specified on the command line will the corresponding values in /etc/disktab

Any values not specified in the command line and not shown in /etc/disktab are
defaulted.
-R swap Reserve swap megabytes of swap space past the end of the file system. This option

decreases the size of the file system to be created by the specified number of mega-
bytes. -R cannot be used if the file-system size is also specified using -S (see
mkfs_vxfs  options below).

-V Echo the completed command line, but do not execute the command. The command
line is generated by incorporating the user-specified options and other information
derived from /etc/fstab. This option allows the user to verify the command line.

-V Specify verbose mode. newfs prints out its actions, including the parameters

passed to mkfs .

NOTE: You can specify the -R and -B options in the same command line. In that case, both the
requested swap space and the space needed for boot programs are reserved. These options are used when
the file system size is defaulted to the size of the entire disk.

mkfs_vxfs Options
The following additional command-line options can be used to override default parameters passed to

mkfs_vxfs:

-b block_size File system block size in bytes. The default value is 1024 bytes.

-0 largefiles | nolargefiles
Valid only for the Version 3 and later disk layouts. This option controls the largefiles
flag for the file system. If largefiles is specified, the bit is set and files two giga-
bytes or larger can be created. If nolargefiles is specified, the bit is cleared and
files created on the files system are limited to less than two gigabytes. The default is
nolargefiles . See mkfs_vxfs(1M), mount_vxfs(1M) and fsadm_vxfs(1M).

-S size File system size in DEV_BSIZE blocks (defined in <sys/param.h> ). The default

value is the size of the entire disk or disk section, minus any swap or boot space
requested. The size specifies the number of sectors in the file system. By default, size
is specified in units of DEV_BSIZE sectors. However, you can append a suffix to size
to indicate another unit of measure. Append k or K to indicate that the value is in
kilobytes, mor Mto indicate megabytes, or g or Gto indicate gigabytes.

EXAMPLES
To create a VXFS file system on /dev/rdsk/c1t5d0 and reserve 40 megabytes of swap space.

newfs -F vxfs -R40 /dev/rdsk/c1t5d0
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FILES

/etc/disktab Disk description file.

/etc/fstab Static information about the file systems.
SEE ALSO

fsadm_vxfs(1M), mkfs(1M), mkfs_vxfs(1M), mount_vxfs(1M), newfs(1M), disktab(4).
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NAME
newkey - create a new Diffie-Hellman key pair in the publickey database

SYNOPSIS
newkey -h hostname [ -s nisplus | nis |files ]
newkey -u username [ -S nisplus | nis |files ]
DESCRIPTION

newkey establishes new public keys for users and machines on the network. These keys are needed when
using secure RPC or secure NFS service.

newkey prompts for a password for the given username or hostname and then creates a new public/secret
Diffie-Hellman 192 bit key pair for the user or host. The secret key is encrypted with the given password.

The key pair can be stored in the /etc/publickey file, the NIS publickey map, or the NIS+
cred.org_dir table.
newkey consults the publickey entry in the name service switch configuration file (see

nsswitch.conf(4)) to determine which naming service is used to store the secure RPC keys. If the pub-
lickey entry specifies a unique name service, newkey will add the key in the specified name service.
However, if there are multiple name services listed, newkey cannot decide which source to update and
will display an error message. The user is required to specify the source explicitly with the -S option.

In the case of NIS, newkey should be run by the superuser on the master NIS server for that domain. In
the case of NIS+, newkey should be run by the superuser on a machine which has permission to update
the cred.org_dir table of the new user/host domain.

In the case of NIS+, nisaddcred(1M) should be used to add new keys.

Options
-h hostname Create a new public/secret key pair for the privileged user at the given hostname.
Prompts for a password for the given hostname.

-U username Create a new public/secret key pair for the given username. Prompts for a password
for the given username.

-s nisplus

-S nis

-s files Update the database in the specified source: nisplus  (for NIS+), nis (for NIS), or
files . Other sources may be available in the future.

AUTHOR
newkey was developed by Sun Microsystems, Inc.

SEE ALSO
chkey(1), keylogin(1), nisaddcred(1M), nisclient(1M), nsswitch.conf(4), publickey(4).
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NAME
nfsd, biod - NFS daemons

SYNOPSIS
/usr/sbin/nfsd [-a ]1[-p protocol ] [ -t device ] [nservers]
/usr/sbin/biod [nservers]

DESCRIPTION
nfsd starts the NFS server daemons that handle client file system requests (see nfs(7)). nservers is the
suggested number of file system request daemons that will start. The minimum number of daemons will be
equal to the number of active processors plus one, or to a multiple of the number of active processors
greater than or equal to nservers plus one. To obtain the best performance in most cases, set nservers to at
least sixteen.

biod starts nservers asynchronous block 1/0 daemons. This command is used on an NFS client to buffer
cache handle read-ahead and write-behind. nservers is a number greater than zero. For best performance,
set nservers to at least sixteen.

Options
nfsd recognizes the following options:
-a Start a NFS daemon over all supported connectionless and connection-oriented tran-
sports, including udp and tcp. The NFES_TCP environment variable in
letc/rc.config.d/nfsconf configuration file, must have been set to 1 (one) in

order to support connect-oriented (tcp) transport.

-p protocol
Start a NFS daemon over the specified protocol.

-t device Start a NFS daemon for the transport specified by the given device.

nservers nservers is the suggested number of file system request daemons that will start. The
actual number of daemons started will be one tcp daemon (to support kernel tcp threads)
plus the number of udp daemons. The minimum number of udp daemons will be equal to

a multiple of the active processors, or to nservers, whichever is greater. To obtain the
best performance in most cases, set nservers to at least sixteen.

AUTHOR
nfsd was developed by Sun Microsystems, Inc.

SEE ALSO
mountd(1M), exports(4).
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NAME
nfsstat - Network File System statistics

SYNOPSIS
nfsstat [ -cmnrsz ]

DESCRIPTION
nfsstat displays statistical information about the NFS (Network File System) and RPC (Remote Pro-
cedure Call), interfaces to the kernel. It can also be used to reinitialize this information. If no options are
given, the default is

nfsstat -cnrs
That is, display everything, but reinitialize nothing.
OPTIONS

-C Display client information. Only the client side NFS and RPC information will be printed. Can be com-
bined with the -n and -r options to print client NFS or client RPC information only.

-m Display statistics for each NFS mounted file system. This includes the server name and address,
mount flags, current read and write sizes, the retransmission count, and the timers used for dynamic
retransmission. The srtt  value contains the smoothed round trip time, the dev value contains the
estimated deviation, and the cur value is the current backed-off retransmission value.

-n  Display NFs information. NFS information for both the client and server side will be printed. Can be
combined with the -C and -S options to print client or server NFS information only.

-r  Display RPC information.
-S  Display server information.
-Z  Zero (reinitialize) statistics. This option is for use by the super-user only, and can be combined with
any of the above options to zero particular sets of statistics after printing them.
DISPLAYS
The server RPC display includes the following fields:
calls The total number of RPC calls received.

badcalls The total number of calls rejected by the RPC layer (the sum of badlen and
xdrcall  as defined below).

nullrecv The number of times an RPC call was not available when it was thought to be received.
badlen The number of RPC calls with a length shorter than a minimum-sized RPC call.
xdrcall The number of RPC calls whose header could not be XDR decoded.

The server NFS display shows the number of NFS calls received (calls ) and rejected (badcalls ), and
the counts and percentages for the various calls that were made.

The client RPC display includes the following fields:
calls The total number of RPC calls made.
badcalls The total number of calls rejected by the RPC layer.

retrans The number of times a call had to be retransmitted due to a timeout while waiting for a
reply from the server.

badxid The number of times a reply from a server was received which did not correspond to any
outstanding call.

timeout The number of times a call timed out while waiting for a reply from the server.

wait The number of times a call had to wait because no client handle was available.

newcred The number of times authentication information had to be refreshed.

timers The number of times the calculated time-out value was greater than or equal to the
minimum specified time-out value for a call.

The client NFS display shows the number of calls sent and rejected, as well as the number of times a
CLIENT handle was received (nclget ), the number of times a call had to sleep while awaiting a handle

Section 1M-574 -1- HP-UX Release 11i: December 2000



nfsstat(1M) nfsstat(1M)

(nclsleep ), as well as a count of the various calls and their respective percentages.

AUTHOR
nfsstat  was developed by Sun Microsystems, Inc.
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NAME

nis_cachemgr - maintains a cache containing location information about NIS+ servers
SYNOPSIS .

lusr/shin/nis_cachemgr [-i 1[-n1[-v 1

DESCRIPTION

The nis_cachemgr  daemon maintains a cache of the NIS+ directory objects. The cache contains loca-
tion information necessary to contact the NIS+ servers that serve the various directories in the name space.
This includes transport addresses, information neeeded to authenticate the server, and a time to live field
which gives a hint on how long the directory object can be cached. The cache helps to improve the perfor-
mance of the clients that are traversing the NIS+ name space. nis_cachemgr  should be running on all
the machines that are using NIS+. However, it is not required that the nis_cachemgr  program be run-
ning in order for NIS+ requests to be serviced.

The cache maintained by this program is shared by all the processes that access NIS+ on that machine.
The cache is maintained in a file that is memory mapped (see mmap (2)) by all the processes. On startup,
nis_cachemgr initializes the cache from the cold start file (see nisinit(1M)) and preserves unexpired
entries that already exist in the cache file. Thus, the cache survives machine reboots.

The nis_cachemgr  program is normally started from a system startup script.

Note: The nis_cachemgr program makes NIS+ requests under the NIS+ principal name of the host on
which it runs. Before running nis_cachemgr , security credentials for the host should be added to the
cred.org_dir table in the host’s domain using nisaddcred(1M). Credentials of type DES will be needed
if the NIS+ service is operating at security level 2 (see rpc.nisd(1M)). See the WARNINGS section, below.
Additionally, a '’keylogin -r ' needs to be done on the machine.

nisshowcache can be used to look at the cached objects.

Options
-i Force nis_cachemgr to ignore the previous cache file and reinitialize the cache from just the cold
start file. By default, the cache manager initializes itself from both the cold start file and the old cache
file, thereby maintaining the entries in the cache across machine reboots.

-n  Run nis_cachemgr in an insecure mode. By default, before adding a directory object to the shared
cache, on the request of another process on the machine, it checks the encrypted signature on the
request to make sure that the directory object is a valid one and is sent by an authorized server. In
this mode, nis_cachemgr adds the directory object to the shared cache without making this check.

-V This flag sets verbose mode. In this mode, the nis_cachemgr program logs not only errors and
warnings, but also additional status messages. The additional messages are logged using syslog(3C)
with a priority of LOG_INFO.

DIAGNOSTICS
The nis_cachemgr  daemon logs error messages and warnings using syslog (see syslog(3C)). Error mes-
sages are logged to the DAEMONacility with a priority of LOG_ERRand warning messages with a priority
of LOG_WARNINGAdditional status messages can be obtained using the -v option.

WARNINGS
If the host principal does not have the proper security credentials in the cred.org_dir table for its
domain, then running this program without the '-n’  insecure mode option may significantly degrade the
performance of processes issuing NIS+ requests.

FILES
Ivar/nis/INIS_SHARED_DIRCACHE the shared cache file
Ivar/nis/NIS_COLD_START the coldstart file
letclinit.d/rpc initialization scripts for NIS+
AUTHOR

nis_cachemgr was developed by Sun Microsystems, Inc.

SEE ALSO
keylogin(1), nisaddcred(1M), nisinit(1M), nisshowcache(1M), rpc.nisd(1M), mmap(2), syslog(3C), nisfiles(4).
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NAME
nisaddcred - create NIS+ credentials
SYNOPSIS
nisaddcred [ -p principal ] [ -P nis_principal 1 [ -| login_password ] auth_type

[ domain_name ]
nisaddcred -r [ nis_principal ] [ domain_name ]

DESCRIPTION
The nisaddcred  command is used to create security credentials for NIS+ principals. NIS+ credentials
serve two purposes. The first is to provide authentication information to various services; the second is to
map the authentication service name into an NIS+ principal name.

When the nisaddcred  command is run, these credentials get created and stored in a table named
cred.org_dir in the default NIS+ domain. If domain_name is specified, the entries are stored in the
cred.org_dir of the specified domain. Note that the credentials of normal users must be stored in the
same domain as their passwords.

It is simpler to add credentials using nisclient(1M) because it obtains the required information itself.
nispopulate(1M) can also be used to add credentials for entries in the hosts and the passwd NIS+
tables.

NIS+ principal names are used in specifying clients that have access rights to NIS+ objects. For more
details, refer to the "Principal Names" subsection of the nis+(1) manual page. See nischmod(l),
nischown (1), nis_objects(3N), and nis_groups(3N). Various other services can also implement access control
based on these principal names.

The cred.org_dir table is organized as follows :
cname auth_type auth_name public_data private_data
fred.foo.com. LOCAL 2990 10,102,44
fred.foo.com. DES unix.2990@foo.com 098...819 3b8...ab2
The cname column contains a canonical representation of the NIS+ principal name. By convention, this n

name is the login name of a user or the host name of a machine, followed by a dot (“.”), followed by the fully
qualified “home” domain of that principal. For users, the home domain is defined to be the domain where
their DES credentials are kept. For hosts, their home domain is defined to be the domain name returned
by the domainname(1) command executed on that host.

There are two types of auth_type entries in the cred.org_dir table: those with authentication type
LOCAL and those with authentication type DES. auth_type, specified on the command line in upper or
lower case, should be either local or des.

Entries of type LOCAL are used by the NIS+ service to determine the correspondence between fully
qualified NIS+ principal names and users identified by UIDs in the domain containing the
cred.org_dir table. This correspondence is required when associating requests made using the
AUTH_SYSRPC authentication flavor (see rpc_cInt_auth(3N)) to an NIS+ principal name. It is also
required for mapping a UID in one domain to its fully qualified NIS+ principal name whose home domain
may be elsewhere. The principal’s credentials for any authentication flavor may then be sought for within
the cred.org_dir table in the principal’s home domain (extracted from the principal name). The same
NIS+ principal may have LOCAL credential entries in more than one domain. Only users, and not
machines, have LOCAL credentials. In their home domain, users of NIS+ should have both types of
credentials.

The auth_name associated with the LOCAL type entry is a UID that is valid for the principal in the domain
containing the cred.org_dir table. This may differ from that in the principal’s home domain. The
public information stored in public_data for this type contains a list of GIDs for groups in which the user is
a member. The GIDs also apply to the domain in which the table resides. There is no private data associ-
ated with this type. Neither a UID nor a principal name should appear more than once among the LOCAL
entries in any one cred.org_dir table.

The DES auth_type is used for Secure RPC authentication (see secure_rpc(3N)).

The authentication name associated with the DES auth_type is a Secure RPC netname. A Secure RPC net-
name has the form unix. id@lomain, where domain must be the same as the domain of the principal.
For principals that are users, the id must be the UID of the principal in the principal’s home domain. For
principals that are hosts, the id is the host's name. In Secure RPC, processes running under effective UID
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0 (root) are identified with the host principal. Unlike LOCAL, there cannot be more than one DES creden-
tial entry for one NIS+ principal in the NIS+ namespace.

The public information in an entry of authentication type DES is the public key for the principal. The
private information in this entry is the private key of the principal encrypted by the principal’s network
password.

User clients of NIS+ should have credentials of both types in their home domain. In addition, a principal
must have a LOCAL entry in the cred.org_dir table of each domain from which the principal wishes to
make authenticated requests. A client of NIS+ that makes a request from a domain in which it does not
have a LOCAL entry will be unable to acquire DES credentials. An NIS+ service running at security level
2 or higher will consider such users unauthenticated and assign them the name nobody for determining
access rights.

This command can only be run by those NIS+ principals who are authorized to add or delete the entries in
the cred table.

If credentials are being added for the caller itself, nisaddcred  automatically performs a keylogin for the
caller.

Options
-p principal Use the principal name principal to fill the auth_name field for this entry. For LOCAL
credentials, the name supplied with this option should be a string specifying a UID. For
DES credentials, the name should be a Secure RPC netname of the form
unix. id@lomain, as described earlier. If the -p option is not specified, the auth_name
field is constructed from the effective UID of the current process and the name of the local
domain.

-P nis_principal
Use the NIS+ principal name nis_principal. This option should be used when creating
LOCAL credentials for users whose home domain is different from the local machine's
default domain.

Whenever the -P option is not specified, nisaddcred  constructs a principal name for the
entry as follows. When it is not creating an entry of type LOCAL, nisaddcred calls
nis_local_principal , which looks for an existing LOCAL entry for the effective UID
of the current process in the cred.org_dir table and uses the associated principal name
for the new entry. When creating an entry of authentication type LOCAL, nisaddcred

constructs a default NIS+ principal name by taking the login name of the effective UID for
its own process and appending to it a dot (“.”) followed by the local machine's default
domain. If the caller is a superuser, the machine name is used instead of the login name.

-l login_password
Use the login_password specified as the password to encrypt the secret key for the creden-
tial entry. This overrides the prompting for a password from the shell. This option is
intended for administration scripts only. Prompting guarantees not only that no one can
see your password on the command line using ps(1), but it also checks to make sure you
have not made any mistakes. NOTE: login_password does not really HAVE to be the
user’s password, but if it is, it simplifies logging in.

-I [ nis_principal ]
Remove all credentials associated with the principal nis_principal from the
cred.org_dir table. This option can be used when removing a client or user from the
system. If nis_principal is not specified, the default is to remove credentials for the current
user. If domain_name is not specified, the operation is executed in the default NIS+
domain.

RETURN VALUE

This command returns O on success and 1 on failure.

EXAMPLES
Add a LOCAL entry with a UID 2970 for the NIS+ principal name fredw.some.domain
nisaddcred -p 2970 -P fredw.some.domain. local
Note that credentials are always added in the cred.org_dir table in the domain where nisaddcred

is run, unless domainname is specified as the last parameter on the command line. If credentials are being
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added from the domain server for its clients, then domainname should be specified. The caller should have
adequate permissions to create entries in the cred.org_dir table.

The system administrator can add a DES credential for the same user:

nisaddcred -p unix.2970@some.domain \
-P fredw.some.domain. des

Here, 2970 is the UID assigned to the user, fredw . some.domain comes from the user's home
domain, and fredw comes from the password file. Note that DES credentials can be added only after the
LOCAL credentials have been added.

Note that the secure RPC netname does not end with a dot (“.”), while the NIS+ principal name (specified
with the -P option) does. This command should be executed from a machine in the same domain as the
user.

Add a machine's DES credentials in the same domain:

nisaddcred -p unix.foo@some.domain \
-P foo.some.domain. des

Note that no LOCAL credentials are needed in this case.

Add a LOCAL entry with the UID of the current user and the NIS+ principal name of
tony.some.other.domain

nisaddcred -P tony.some.other.domain. local
You can list the cred entries for a particular principal with nismatch(1).

AUTHOR
nisaddcred  was developed by Sun Microsystems, Inc.

SEE ALSO
chkey(1), keylogin(1), nis+(1), nischmod(1l), nischown(l), nismatch(l), nistbladm(1), nisclient(1M),
nispopulate(1M), nis_local_names(3N), rpc_cInt_auth(3N), secure_rpc(3N), nis_objects(3N), nis_groups(3N).

NOTES n
The cred.org_dir NIS+ table replaces the maps publickey.byname and netid.byname used in NIS (YP).
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NAME
nisaddent - create NIS+ tables from corresponding /etc files or NIS maps
SYNOPSIS
/usr/lib/nis/nisaddent [ -D defaults ] [ -Parv ][ -t table ] type [ nisdomain ]
/usr/lib/nis/nisaddent [ -D defaults 1 [ -Paprmv ] -f file [ -t table ] type
[ nisdomain ]
/usr/lib/nis/nisaddent [ -D defaults ] [ -Parmv ][ -t table ] -y ypdomain [ -Y map ]
type [ nisdomain ]
lusr/lib/nis/nisaddent -d [- AMq] [ -t table ] type [ nisdomain ]

DESCRIPTION
nisaddent  creates entries in NIS+ tables from their corresponding /etc  files and NIS maps. This
operation is customized for each of the standard tables that are used in the administration of HP-UX sys-
tems. The type argument specifies the type of the data being processed. Legal values for this type are one
of aliases , bootparams , ethers , group , hosts , netid , netmasks , networks , passwd,
protocols , publickey |, rpc , services , shadow, or timezone for the standard tables, or key-
value for a generic two-column (key, value) table. For a site specific table, which is not of key-value
type, one can use nistbladm(1) to administer it.

The NIS+ tables should have already been created by nistbladm(1), nissetup(1M), or nisserver (1M).
It is easier to use nispopulate(1M) instead of nisaddent  to populate the system tables.

By default, nisaddent  reads from the standard input and adds this data to the NIS+ table associated
with the type specified on the command line. An alternate NIS+ table may be specified with the -t option.
For type key-value , a table specification is required.

Note that the data type can be different from the table name (-t ). For example, the automounter tables
have key-value as the table type.

Although, there is a shadow data type, there is no corresponding shadow table. Both the shadow and the
passwd data are stored in the passwd table itself.

Files may be processed using the -f option, and NIS version 2 (YP) maps may be processed using the -y
option. The merge option is not available when reading data from standard input.

When a ypdomain is specified, the nisaddent command takes its input from the dbm files for the

appropriate  NIS map (mail.aliases , bootparams , ethers.byaddr , group.byname |,
hosts.byaddr , netid.byname , netmasks.byaddr , networks.byname , passwd.byname |,
protocols.byname , publickey.byname , rpc.bynumber , services.byname , or

timezone.byname ). An alternate NIS map may be specified with the -Y option. For type key-
value , a map specification is required. The map must be in the /var/lyp/  ypdomain directory on the
local machine. Note that ypdomain is case sensitive. ypxfr(1M) can be used to get the NIS maps.

If a nisdomain is specified, nisaddent  operates on the NIS+ table in that NIS+ domain; otherwise the
default domain is used.

In terms of performance, loading up the tables is fastest when done through the dbm files (-y ).

Options
-a Add the file or map to the NIS+ table without deleting any existing entries. This option is the
default. Note that this mode only propagates additions and modifications, not deletions.
-d Dump the NIS+ table to the standard output in the appropriate format for the given type. For

tables of type key-value , use niscat(l) instead. To dump the cred table, dump the pub-
lickey andthe netid types.

-f file Specify that file should be used as the source of input (instead of the standard input).

-m Merge the file or map with the NIS+ table. This is the most efficient way to bring an NIS+ table
up to date with a file or NIS map when there are only a small number of changes. This option
adds entries that are not already in the database, modifies entries that already exist (if changed),
and deletes any entries that are not in the source. Use the -m option whenever the database is
large and replicated, and the map being loaded differs only in a few entries. This option reduces
the number of update messages that have to be sent to the replicas. Also see the -r option.
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-t table

'

Process the password field when loading password information from a file. By default, the pass-
word field is ignored because it is usually not valid (the actual password appears in a shadow
file).

Dump tables in "quick” mode. The default method for dumping tables processes each entry indi-
vidually. For some tables (e.g., hosts), multiple entries must be combined into a single line, so
extra requests to the server must be made. In "quick” mode, all of the entries for a table are
retrieved in one call to the server, so the table can be dumped more quickly. However, for large
tables, there is a chance that the process will run out of virtual memory and the table will not be
dumped.

Replace the file or map in the existing NIS+ table by first deleting any existing entries, and then
add the entries from the source (/etc files, or NIS+ maps). This option has the same effect as
the -m option. The use of this option is strongly discouraged due to its adverse impact on perfor-
mance, unless there are a large number of changes.

Specify that table should be the NIS+ table for this operation. This should be a relative name as
compared to your default domain or the domainname if it has been specified.

Verbose.

-y ypdomain

-A

Use the dbm files for the appropriate NIS map, from the NIS domain ypdomain, as the source of
input. The files are expected to be on the local machine in the /var/lyp/  ypdomain directory.
If the machine is not an NIS server, use ypxfr(1M) to get a copy of the dbm files for the appropri-
ate map.

All data. This option specifies that the data within the table and all of the data in tables in the
initial table's concatenation path be returned.

-D defaults

-P

-Y map

EXAMPLES

This option specifies a different set of defaults to be used during this operation. The defaults
string is a series of tokens separated by colons. These tokens represent the default values to be
used for the generic object properties. All of the legal tokens are described below.

ttl=  time
This token sets the default time to live for objects that are created by this command. The
value time is specified in the format as defined by the nischttl(1) command. The default is
12 hours.

owner= ownername
This token specifies that the NIS+ principal ownername should own the created object. The
default for this value is the principal who is executing the command.

group= groupname
This token specifies that the group groupname should be the group owner for the object
that is created. The default is NULL.

access= rights
This token specifies the set of access rights that are to be granted for the given object. The
value rights is specified in the format as defined by the nischmod(1) command. The default
is---- rmcdr--- r---

Master server only. This option specifies that lookups should be sent to the master server. This
guarantees that the most up-to-date information is seen at the possible expense that the master
server may be busy, or that it may be made busy by this operation.

Follow concatenation path. This option specifies that lookups should follow the concatenation
path of a table if the initial search is unsuccessful.

Use the dbm files for map as the source of input.

Add the contents of /etc/passwd  to the passwd.org_dir table:
cat /etc/passwd | nisaddent passwd

Add the shadow information (note that the table type here is shadow, not passwd, even though the
actual information is stored in the passwd table):
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cat /etc/shadow | nisaddent shadow
Replace the hosts.org_dir table with the contents of /etc/hosts (in verbose mode):
nisaddent -rv -f /etc/hosts hosts

Merge the passwd map from myypdomain with the passwd.org_dir.nisdomain table (in ver-
bose mode) (the example assumes that the /var/yp/myypdomain directory contains the yppasswd
map.):
nisaddent -mv -y myypdomain passwd nisdomain
Merge the auto.master  map from myypdomain with the auto_master.org_dir table:
nisaddent -m -y myypdomain -Y auto.master \
-t auto_master.org_dir key-value

Dump the hosts.org_dir table:
nisaddent -d hosts

EXTERNAL INFLUENCES
Environment Variables
NIS_DEFAULTS This variable contains a default string that will override the NIS+ standard defaults. If
the -D switch is used, those values will then override both the NIS_DEFAULTS vari-
able and the standard defaults.

NIS_PATH If this variable is set, and neither the nisdomain nor the table is fully qualified, each
directory specified in NIS_PATH will be searched until the table is found (see nisde-
faults(1)).

RETURN VALUE
nisaddent  returns O on success and 1 on failure.

AUTHOR
nisaddent  was developed by Sun Microsystems, Inc.

SEE ALSO

niscat(1l), nischmod(1), nisdefaults(1), nistbladm(1), nispopulate(1M), nisserver(1M), nissetup(1M),
ypxfr(1M), hosts(4), passwd(4).
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NAME
nisclient - initialize N1S+ credentials for NIS+ principals
SYNOPSIS
/usr/lib/nis/nisclient -c [-x T[-0 1[-v 1[ - network_password ]
[ -d NIS+_domain ] client_name
/usr/lib/nis/nisclient  -i [ -x 1[-v 1-h NIS+_ server_host
[ -a NIS+_server_addr ] [ -d NIS+_domain ] [ -S 02 ]
/usr/lib/nis/nisclient -u [-x 1[-v 1]
/usr/lib/nis/nisclient -r [ x 1

DESCRIPTION
The nisclient shell script can be used to:

» create NIS+ credentials for hosts and users
« initialize NIS+ hosts and users
* restore the network service environment
NIS+ credentials are used to provide authentication information of NIS+ clients to NIS+ service.

Use the first synopsis ( -C ) to create individual NI1S+ credentials for hosts or users. You must be logged in
as a NIS+ principal in the domain for which you are creating the new credentials. You must also have write
permission to the local “cred" table. The client_name argument accepts any valid host or user name in the
NIS+ domain (for example, the client_name must exist in the hosts or passwd table). nisclient
verifies each client_name against both the hosts and passwd tables, then adds the proper NIS+ creden-
tials for hosts or users. Note that if you are creating NIS+ credentials outside of your local domain, the
host or user must exist in the hosts or passwd tables in both the local and remote domains.

By default, nisclient will not overwrite existing entries in the credential table for the hosts and users
specified. To overwrite, use the -0 option. After the credentials have been created, nisclient will
print the command that must be executed on the client machine to initialize the host or the user. The -C
option requires a network password for the client which is used to encrypt the secret key for the client. n
You can either specify it on the command line with the -| option or the script will prompt you for it. You

can change this network password later with nispasswd(1) or chkey(1).

nisclient -c is not intended to be used to create NIS+ credentials for all users and hosts that are
defined in the passwd and hosts tables. To define credentials for all users and hosts, use nispopulate(1M).

Use the second synopsis ( -i ) to initialize a NIS+ client machine. -i  The option can be used to convert
machines to use NIS+ or to change the machine’'s domainname. You must be logged in as super-user on the
machine that is to become a NIS+ client. Your administrator must have already created the NIS+ creden-

tial for this host by using nisclient -c or nispopulate -C . You will need the network password
your administrator created. nisclient will prompt you for the network password to decrypt your secret
key and then for this machine's root login password to generate a new set of secret/public keys. If the NIS+
credential was created by your administrator using nisclient -c , then you can simply use the initiali-
zation command that was printed by the nisclient script to initialize this host instead of typing it
manually.

To initialize an unauthenticated NIS+ client machine, use the -i option with the -S 0. With these
options, the nisclient -i option will not ask for any passwords.

During the client initialization process, files that are being modified are backed up as files.no_nisplus. The
files that are usually modified during a client initialization are: /etc/rc.config.d/namesvrs ,
/etc/nsswitch.conf , letc/hosts , and, if it exists, /var/nis/INIS_COLD_START . Note that
a file will not be saved if a backup file already exists.

The -i option does not set up an NIS+ client to resolve hostnames using DNS. Please refer to the DNS
documentation for information on setting up DNS. (See resolver (4)).

Use the third synopsis ( -U ) to initialize a NIS+ user. You must be logged in as the user on a NIS+ client
machine in the domain where your NIS+ credentials have been created. Your administrator should have
already created the NIS+ credential for your username using nisclient -c or nispopulate(1M). You
will need the network password your administrator used to create the NIS+ credential for your username.
nisclient will prompt you for this network password to decrypt your secret key and then for your login
password to generate a new set of secret/public keys.
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Use the fourth synopsis (- ) to restore the network service environment to whatever you were using before
nisclient -i was executed. You must be logged in as super-user on the machine that is to be restored.
The restore will only work if the machine was initialized with nisclient -i because it uses the backup
files created by the -i option.

Reboot the machine after initializing a machine or restoring the network service.

Options
-a NIS+_server_addr Specifies the IP address for the NIS+ server. This option is used only with the -i
option.
-C Adds DES credentials for NIS+ principals.
-d NIS+_domain Specifies the NIS+ domain where the credential should be created when used in

conjuction with the -C option. It specifies the name for the new NI1S+ domain when
used in conjuction with the -I option. The default is your current domainname.

-h NIS+_server_host Specifies the NIS+ server's hostname. This option is used only with the -i option.
-i Initializes an NIS+ client machine.

-l network_password Specifies the network password for the clients. This option is used only with the -C
option. If this option is not specified, the script will prompt you for the network

password.

-0 Overwrite existing credential entries. The default is not to overwrite. This is used
only with the -C option.

-r Restores the network service environment.

-S 0]2 Specifies the authentication level for the NIS+ client. Level O is for unauthenti-

cated clients and level 2 is for authenticated (DES clients. The default is to set up
with level 2 authentication. This is used only with the -i option. nisclient
always uses level 2 authentication (DES for both -C and -u options. There is no

need to run nisclient with -u and -c for level O authentication.
-u Initializes an NIS+ user.
-V Runs the script in verbose mode.
-X turns the “"echo" mode on. The script just prints the commands that it would have

executed. Note that the commands are not actually executed. The default is off.
EXAMPLES
To add the DEScredential for host hpws and user fred in the local domain:
lusr/lib/nis/nisclient -c hpws fred
To add the DEScredential for host hpws and user fred in domain xyz.hp.com.:
lusr/lib/nis/nisclient -¢c -d xyz.hp.com. hpws fred

To initialize host hpws as an NIS+ client in domain xyz.hp.com. where nisplus_server is a server for the
domain xyz.hp.com.:

lusr/lib/nis/nisclient -i -h nisplus_server -d xyz.hp.com.
The script will prompt you for the IP address of nisplus_server if the server is not found in the
/etc/hosts file. The -d option is needed only if your current domain name is different from the new

domain name.

To initialize host hpws as an unauthenticated NIS+ client in domain xyz.hp.com. where nisplus_server is a
server for the domain xyz.hp.com.:

[usr/lib/nis/nisclient -i -S 0 -h nisplus_server -d xyz.hp.com. \
-a 129.140.44.1

To initialize user fred as an NIS+ principal, log in as user fred on an NIS+ client machine.
{usr/lib/nis/nisclient -u

FILES
Ivar/nis/NIS_COLD_START
This file contains a list of servers, their transport addresses, and their Secure
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RPC public keys that serve the machines default domain.
/etc/defaultdomain

the system default domainname
letc/nsswitch.conf

configuration file for the name-service switch
letc/hosts local host name database

AUTHOR
nisclient was developed by Sun Microsystems, Inc.

SEE ALSO
chkey(1), keylogin(1), nis+(1), nispasswd(1), keyserv(1M), nisaddcred(1M), nisinit(1M), nispopulate(1M),
nsswitch.conf(4), resolver(4).
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NAME
nisinit - NIS+ client and server initialization utility
SYNOPSIS
nisinit -r
nisinit -p Y|D|N parent_domain host...
nisinit -c -H host | -B | -C coldstart

DESCRIPTION
nisinit initializes a machine to be a NIS+ client or an NIS+ root master server. It may be easier to use
nisclient(1M) or nisserver (1M) to accomplish this same task.

Options

-r

-p

Initialize the machine to be a NIS+ root server. This option creates the file
Ivar/nis/root.object and initializes it to contain information about this machine. It uses the
sysinfo() system call to retrieve the name of the default domain.

To initialize the machine as an NI1S+ root server, it is advisable to use the -r option of nisserver (1M),
instead of using nisinit -r

Y | D | N parent_domain host ...

This option is used on a root server to initialize a /var/nis/parent.object to make this
domain a part of the namespace above it. Only root servers can have parent objects. A parent object
describes the namespace “above” the NIS+ root. If this is an isolated domain, this option should not
be used. The argument to this option tells the command what type of name server is serving the
domain above the NIS+ domain. When clients attempt to resolve a name that is outside of the NIS+
namespace, this object is returned with the error NIS_FOREIGNNSindicating that a name space
boundary has been reached. It is up to the client to continue the name resolution process.

The parameter parent_domain is the name of the parent domain in a syntax that is native to that type
of domain. The list of host names that follow the domain parameter are the names of hosts that serve
the parent domain. If there is more than one server for a parent domain, the first host specified
should be the master server for that domain.

Y  Specifies that the parent directory is a NIS version 2 domain.
D  Specifies that the parent directory is a DNS domain.

N  Specifies that the parent directory is another NIS+ domain. This option is useful for connecting a
pre-existing NIS+ subtree into the global namespace.

Note that in the current implementation, the NIS+ clients do not take advantage of the -p feature.
Also, since the parent object is currently not replicated on root replica servers, it is recommended that
this option not be used.

Initializes the machine to be a NIS+ client. There are three initialization options available: initialize
by coldstart, initialize by hostname, and initialize by broadcast. The most secure mechanism is to ini-
tialize from a trusted coldstart file. The second option is to initialize using a hostname that you
specify as a trusted host. The third method is to initialize by broadcast and it is the least secure
method.

-C coldstart
Causes the file coldstart to be used as a prototype coldstart file when initializing a NIS+ client.
This coldstart file can be copied from a machine that is already a client of the NIS+ namespace.
For maximum security, an administrator can encrypt and encode (with uuencode(l)) the
coldstart file and mail it to an administrator bringing up a new machine. The new administrator
would then decode (with uudecode() ), decrypt, and then use this file with the nisinit com-
mand to initialize the machine as an NIS+ client. If the coldstart file is from another client in

the same domain, the nisinit command may be safely skipped and the file copied into the
Ivar/nis directory as /var/nis/NIS_COLD_START
-H hostname

Specifies that the host hostname should be contacted as a trusted NIS+ server. The nisinit

command will iterate over each transport in the NETPATHenvironment variable and attempt to
contact rpchind(1M) on that machine. This hostname must be reachable from the client without
the name service running. For IP networks this means that there must be an entry in
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/etc/hosts for this host when nisinit is invoked.

-B  Specifies that the nisinit command should use an IP broadcast to locate a NIS+ server on the
local subnet. Any machine that is running the NIS+ service may answer. No guarantees are
made that the server that answers is a server of the organization's namespace. If this option is
used, it is advisable to check with your system administrator that the server and domain served
are valid. The binding information can be dumped to the standard output using the
nisshowcache(1M) command.

Note that nisinit -c will just enable navigation of the NIS+ name space from this client. To
make NIS+ your name service, modify the file /etc/nsswitch.conf to reflect that. See
nsswitch.conf(4) for more details.

RETURN VALUE
nisinit returns 0 on success and 1 on failure.

EXAMPLES
This example initializes the machine as an NIS+ client using the host freddy as a trusted server.
nisinit -cH freddy
This example sets up a client using a trusted coldstart file.
nisinit -cC /tmp/colddata
This example sets up a client using an IP broadcast.

nisinit -cB
This example sets up a root server.
nisinit -r

EXTERNAL INFLUENCES
Environment Variables
NETPATH This environment variable may be set to the transports to try when contacting the NIS+
server (see netconfig(4)). The client library will only attempt to contact the server using
connection oriented transports.

FILES

Ivar/nis/NIS_COLD_START
This file contains a list of servers, their transport addresses, and their Secure RPC
public keys that serve the machine's default domain.

Ivar/nis/ hostname/root.object
This file describes the root object of the NIS+ namespace. It is a standard XDR-
encoded NIS+ directory object that can be modified by authorized clients using the
nis_modify() interface.

Ivar/nis/ hostname/parent.object
This file describes the namespace that is logically above the NIS+ namespace. The
most common type of parent object is a DNS object. This object contains contact
information for a server of that domain.

letc/hosts Internet host table.

AUTHOR
nisinit was developed by Sun Microsystems, Inc.

SEE ALSO
nis+(1), uuencode(1), nisclient(1M), nisserver(1M), nisshowcache(1M), hosts(4), netconfig(4), nisfiles(4).
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NAME
nislog - display the contents of the NIS+ transaction log
SYNOPSIS
lusr/shin/nislog [-h num | -t num ][ -v ][ directory... ]

DESCRIPTION
nislog displays the contents of the NIS+ server transaction log on the standard output. This command
can be used to track changes in the namespace. The /var/nis/ hostname.log file contains the transac-
tion log maintained by the NIS+ server. hostname is the string returned by uname -n. When updates
occur, they are logged to this file and then propagated to replicas as log transactions. When the log is
checkpointed, updates that have been propagated to the replicas are removed.

The nislog  command can only be run on an NIS+ server by superuser. It displays the log entries for that
server only.

If directory is not specified, the entire log is searched. Otherwise, only those log entries that correspond to
the specified directories are displayed.

Options
-h [num] Display num transactions from the “head” of the log. If the numeric parameter is omitted, it is
assumed to be 1. If the numeric parameter is 0, only the log header is displayed.

-t [num] Display num transactions from the “tail” of the log. If the numeric parameter is omitted, it is
assumed to be 1. If the numeric parameter is 0, only the log header is displayed.

-V Verbose mode.

FILES
Ivar/nis/ hostname.log
transaction log

AUTHOR
nislog was developed by Sun Microsystems, Inc.

SEE ALSO
nis+(1), uname(1), rpc.nisd(1M), nisfiles(4).
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NAME
nisping - send ping to NIS+ servers

SYNOPSIS
lusr/lib/nis/nisping [ -uf ][ -H hostname ] [ -r | directory ]
lusr/lib/nis/nisping -C [ -a ][ -H hostname ] [ directory ]

DESCRIPTION
In the first SYNOPSIS line, the nisping  command sends a ping to all replicas of a NIS+ directory. Once
a replica receives a ping, it will check with the master server for the directory to get updates. Prior to
pinging the replicas, this command attempts to determine the last update "seen" by a replica and the last
update logged by the master. If these two timestamps are the same, the ping is not sent. The -f (force)
option will override this feature.

Under normal circumstances, NIS+ replica servers get the new information from the master NIS+ server
within a short time. Therefore, there should not be any need to use nisping

In the second SYNOPSIS line, the nisping -C  command sends a checkpoint request to the servers. If
no directory is specified, the home domain, as returned by nisdefaults(1), is checkpointed. If all directories,
served by a given server, have to be checkpointed, then use the -a option.

On receiving a checkpoint request, the servers would commit all the updates for the given directory from
the table log files to the database files. This command, if sent to the master server, will also send updates
to the replicas if they are out of date. This option is needed because the database log files for NIS+ are not
automatically checkpointed. nisping  should be used at frequent intervals (such as once a day) to check-
point the NIS+ database log files. This command can be added to the crontab(1) file. If the database log
files are not checkpointed, their sizes will continue to grow.

Options
-a Checkpoint all directories on the server.
-C Send a request to checkpoint, rather than a ping, to each server. The servers schedule to

commit all the transactions to stable storage.
-H hostname Only the host hostname is sent the ping, checked for an update time, or checkpointed.

-f Force a ping, even though the timestamps indicate there is no reason to do so. This option
is useful for debugging.

-r This option can be used to update or get status about the root object from the root servers,
especially when new root replicas are added or deleted from the list.

If used without -u option, -r will send a ping request to the servers serving the root
domain. When the replicas receive a ping, they will update their root object if needed.

The -r option can be used with all other options except with the -C option; the root object
need not be checkpointed.

-u Display the time of the last update; no servers are sent a ping.

RETURN VALUE

-1 No servers were contacted, or the server specified by the -H switch could not be contacted.
0 Success.
1 Some, but not all, servers were successfully contacted.
EXAMPLES
This example pings all replicas of the default domain:
nisping
dNote that this example will not ping the the org_dir  and group_dir subdirectories within this
omain.

This example pings the server example which is a replica of the org_dir.foo.com. directory:
nisping -H example org_dir.foo.com.
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This example checkpoints all servers of the org_dir.bar.com. directory.
nisping -C org_dir.bar.com.
EXTERNAL INFLUENCES
Environment Variables

NIS_PATH If this variable is set, and the NIS+ directory name is not fully qualified, each directory
specified will be searched until the directory is found.

AUTHOR
nisping  was developed by Sun Microsystems, Inc.

SEE ALSO
crontab(1), nisdefaults(1), nislog(1M), nisfiles(4).

NOTES
If the server specified by the -H option does not serve the directory, then no ping is sent.

Section 1M-590 -2 - HP-UX Release 11i: December 2000



nispopulate(1M) nispopulate(1M)

NAME
nispopulate - populate the NIS+ tables in a NIS+ domain
SYNOPSIS
lusr/lib/nis/nispopulate -Y [X1[f1[N]T[ul[-v][-S 0]2] [ network passwd]

[-d NIS+ domain] -h NIS_server_host [-a NIS_server_addr]
-y NIS_domain [table] ...

lusr/lib/nis/nispopulate -F [(X1[f1[ul[-v][-S 0]2] [[d NIS+_domain]
[l network_passwd] [-p directory_path] [table] ...
lusr/lib/nis/nispopulate -C [(x1[f1[-Vv][-d NIS+ domain]

[l network_passwd] [hosts | passwd]

DESCRIPTION
The nispopulate shell script can be used to populate NIS+ tables in a specified domain from their
corresponding files or NIS maps. nispopulate assumes that the tables have been created either through
nisserver (1M) or nissetup(1M).

The table argument accepts standard names that are used in the administration of HP-UX systems and
non-standard key-value type tables. See nisaddent(1M) for more information on key-value type tables. If

the table argument is not specified, nispopulate will automatically populate each of the standard
tables. These standard (default) tables are: auto_master , auto_home , ethers , group , hosts ,
networks , passwd, protocols , services , rpc, netmasks , bootparams , netgroup |,

aliases andshadow. Note that the shadow table is only used when populating from files. The non-
standard tables that nispopulate accepts are those of key-value type. These tables must first be
created manually with the nistbladm(1) command.

Use the first SYNOPSIS (-Y) to populate NIS+ tables from NIS maps. nispopulate uses ypxfr(1M) to
transfer the NIS maps from the NIS servers to the /var/yp/ NIS_domain directory on the local machine.
Then, it uses these files as the input source. Note that NIS_domain is case sensitive. Make sure there is
enough disk space for that directory.

Use the second SYNOPSIS (-F ) to populate NIS+ tables from local files. nispopulate will use those
files that match the table name as input sources in the current working directory or in the specified direc- n
tory.

Note that when populating the hosts and passwd tables, nispopulate will automatically create the
NIS+ credentials for all users and hosts that are defined in the hosts and passwd tables, respectively. A
network passwd is required to create these credentials. This network password is used to encrypt the secret
key for the new users and hosts. This password can be specified using the -I option or it will use the
default password, "nisplus". nispopulate will not overwrite any existing credential entries in the
credential table. Use nisclient(1M) to overwrite the entries in the cred table. It creates both LOCAL and
DES credentials for users, and only DES credentials for hosts. To disable automatic credential creation,
specify the -S 0 option.

The third SYNOPSIS (-C) is used to populate NIS+ credential table with level 2 authentication (DES from
the passwd and hosts tables of the specified domain. The valid table arguments for this operation are
passwd and hosts. If this argument is not specified then it will use both passwd and hosts as the input
source.

If nispopulate was earlier used with -S 0 option, then no credentials were added for the hosts or the
users. If later the site decides to add credentials for all users and hosts, then this (-C) option can be used
to add credentials.

Options
-a NIS_server_addr
specifies the IP address for the NIS server. This option is only used with the -Y
option.

-C populate the NIS+ credential table from passwd and hosts tables using DES authenti-
cation (security level 2).

-d NIS+_domain. specifies the NIS+ domain. The default is the local domain.
-F populates NIS+ tables from files.
-f forces the script to populate the NIS+ tables without prompting for confirmation.
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-h NIS_server_host specifies the NIS server hostname from where the NIS maps are copied. This is only
used with the -Y option. This host must already exist in either the NIS+ hosts
table or /etc/hosts file. If the hostname is not defined, the script will prompt you
for its IP address, or you can use the -a option to specify the address manually.

I network_passwd specifies the network password for populating the NIS+ credential table. This is only
used when you are populating the hosts and passwd tables. The default passwd is
nisplus

-n does not overwrite local NIS maps in /var/lyp/  NISdomain directory if they already
exist. The default is to overwrite the existing NIS maps in the local
Ivarlyp/  NISdomain directory. This is only used with the -Y option.

-p directory_path  specifies the directory where the files are stored. This is only used with the -F
option. The default is the current working directory.

-S 0]2 specifies the authentication level for the NIS+ clients. Level O is for unauthenticated
clients and no credentials will be created for users and hosts in the specified domain.
Level 2 is for authenticated (DES clients and DES credentials will be created for
users and hosts in the specified domain. The default is to set up with level 2 authenti-
cation (DES. There is no need to run nispopulate with -C for level O authentica-
tion.

-u updates the NIS+ tables (ie., adds, deletes, modifies) from either files or NIS maps.
This option should be used to bring an NIS+ table up to date when there are only a
small number of changes. The default is to add to the NIS+ tables without deleting
any existing entries. Also, see the -n option for updating NIS+ tables from existing
maps in the /varlyp  directory.

-V runs the script in verbose mode.

-X turns the "echo" mode on. The script just prints the commands that it would have
executed. Note that the commands are not actually executed. The default is off.

-Y populate the NIS+ tables from NIS maps.

-y NIS_domain specifies the NIS domain to copy the NIS maps from. This is only used with the -Y
option. The default domainname is the same as the local domainname.

EXTERNAL INFLUENCES
TMPDIR

nispopulate normally creates temporary files in the directory /tmp . You may specify another direc-
tory by setting the environment variable TMPDIR to your chosen directory. If TMPDIR s not a valid direc-
tory, then nispopulate will use /tmp .

EXAMPLES

To populate all the NIS+ standard tables in the domain xyz.hp.com. from NIS maps of the yp.hp.com
domain as input source where host yp_host is a YP server of yp.hp.com:

lusr/lib/nis/nispopulate -Y -y yp.hp.com -h yp_host -d xyz.hp.com.
To update all of the NIS+ standard tables from the same NIS domain and hosts shown above:
lusr/lib/nis/nispopulate -Y -u -y yp.hp.com \
-h yp_host -d xyz.hp.com.
To populate the hosts table in domain xyz.hp.com. from the hosts file in the /var/nis/files direc-
tory using "somepasswd" as the network password for key encryption:
lusr/lib/nis/nispopulate -F -p /var/nis/files -l somepasswd hosts
To populate the passwd table in domain xyz.hp.com. from the passwd file in the /var/nis/files direc-
tory without automatically creating the NIS+ credentials:
lusr/lib/nis/nispopulate -F -p /var/nis/files -d xys.hp.com. \
-S 0 passwd
To populate the credential table in domain xyz.hp.com. for all users defined in the passwd table.
lusr/lib/nis/nispopulate -C -d xys.hp.com. passwd
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To create and populate a non-standard key-value type NIS+ table, "private", from the file
Ivar/nis/files/private . (nispopulate assumes that the private.org_dir key-value type table has

already been created).
lusr/bin/nistbladm -D access=og=rmcd,nw=r \
-c private key=S,nogw= value=,nogw=
lusr/lib/nis/nispopulate -F -p /var/nis/files

FILES
letc/hosts local host name database
Ivarlyp NIS(YP) domain directory
Ivar/nis NIS+ domain directory
/tmp

AUTHOR

nispopulate was developed by Sun Microsystems, Inc.
SEE ALSO

nis+(1), nistbladm(1), nisaddcred(1M), nisaddent(1M),
rpc.nisd(1M), ypxfr(1M).
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NAME
nisserver - set up NIS+ servers
SYNOPSIS
/usr/lib/nis/nisserver -r [(X1[f1[-v][-Y][-d NIS+ domain]
[-g NIS+_groupname] [-| network_passwd]
/usr/lib/nis/nisserver -M [(X1[-f1[-v][Y]-d NIS+ domain
[-g NIS+_groupname] [-h NIS+_server_host]
/usr/lib/nis/nisserver -R [(X1[f1[-v]1[-Y][-d NIS+ domain] [-h NIS+_server_host]

DESCRIPTION
The nisserver shell script can be used to set up a root master, non-root master, and replica NIS+
servers with level 2 security (DES).

When setting up a new domain, this script creates the NIS+ directories (including groups_dir and
org_dir ) and system table objects for the domain specified. It does not populate the tables. You will
need to use nispopulate(1M) to populate the tables.

Use the first SYNOPSIS (-r ) to set up a root master server. You must be logged in as super-user on the
server machine.

Use the second SYNOPSIS (-M) to set up a non-root master server for the specified domain. You must be
logged in as an NIS+ principal on a NIS+ machine and have create permission to the parent directory of the
domain that you are setting up. The new non-root master server machine must already be an NIS+ client
(see nisclient(1M)) and have the rpc.nisd daemon running (see rpc.nisd(1M)).

Use the third SYNOPSIS (-R) to set up a replica server for both root and non-root domains. You must be
logged in as an NIS+ principal on an NIS+ machine and have create permission to the parent directory of
the domain that you are replicating. The new replica server machine must already be an NIS+ client (see
nisclient(1M)) and have the rpc.nisd daemon running (see rpc.nisd(1M)).

Options
-d NIS+_domain specifies the name for the NIS+ domain. The default is your local domain.
-f forces the NIS+ server setup without prompting for confirmation.

-g NIS+_groupname specifies the NIS+ group name for the new domain. This option is not valid with -R
option. The default group is admin .domain.

-h NIS+_server_host specifies the hostname for the NIS+ server. It must be a valid host in the local
domain. Use a fully qualified hostname (for example, hostx.xyz.hp.com.) to specify
a host outside of your local domain. This option is ONLY used for setting up non-
root master or replica servers. The default for non-root master server setup is to
use the same list of servers as the parent domain. The default for replica server
setup is the local hostname.

- network_password specifies the network password with which to create the credentials for the root
master server. This option is ONLY used for master root server setup (-r option).
If this option is not specified, the script will prompt you for the login password.

-r sets up the server as a root master server. Use the -R option to set up a root
replica server.

-V runs the script in verbose mode.

-X turns the “"echo" mode on. The script just prints the commands that it would have

executed. Note that the commands are not actually executed. The default is off.

-M sets up the specified host as a master server. Make sure that rpc.nisd(1M) is run-
ning on the new master server before this command is executed.

-R sets up the specified host as a replica server. Make sure that rpc.nisd(1M) is run-
ning on the new replica server.

-Y sets up an NIS+ server with NIS-compatibility mode. The default is to set up the
server without NIS-compatibility mode.
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EXAMPLES
To set up a root master server for domain hp.com. :
root_server# lusr/lib/nis/nisserver -r -d hp.com.
For the following examples make sure that the new servers are NIS+ clients and rpc.nisd is running on

these hosts before executing nisserver
To set up a replica server for domain hp.com. on host hpreplica :
root_server# lusr/lib/nis/nisserver -R -d hp.com. -h hpreplica

To set up a non-root master server for domain xyz.hp.com. on host hpxyz with the NIS+ groupname as
admin-mgr.xyz.hp.com. :

root_server# lusr/lib/nis/nisserver -M -d xyz.hp.com. \
-h hpxyz -g admin-mgr.xyz.hp.com.

To set up a non-root replica server for domain xyz.hp.com. on host hpabc:
hpxyz# /usr/lib/nis/nisserver -R -d xyz.hp.com. -h hpabc
AUTHOR
nisserver was developed by Sun Microsystems, Inc.

SEE ALSO
nis+(1), nisgrpadm(1), nismkdir(1), nisaddcred(1M), nisclient(IM), nisinit(1M), nismkdir(1),
nispopulate(1M), nissetup(1M), rpc.nisd(1M).
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NAME
nissetup - initialize a NIS+ domain
SYNOPSIS
lusr/lib/nis/nissetup [ -Y ][ domain ]

DESCRIPTION
nissetup is a shell script that sets up a NIS+ domain to serve clients that wish to store system adminis-
tration information in a domain named domain. This domain should already exist prior to executing this
command (see nismkdir(1) and nisinit(1M)).

A NIS+ domain consists of a NIS+ directory and its subdirectories: org_dir  and groups_dir
org_dir  stores system administration information and groups_dir stores information for group access
control.

nissetup  creates the subdirectories org_dir  and groups_dir  in domain. Both subdirectories will
be replicated on the same servers as the parent domain. After the subdirectories are created, nissetup
creates the default tables that NIS+ serves. These are auto_master , auto_home , bootparams ,
cred , ethers , group , hosts , mail_aliases , netmasks , networks , passwd, protocols
rpc , services , andtimezone . The nissetup  script uses the nistbladm(l) command to create these
tables. The script can be easily customized to add site specific tables that should be created at setup time.

This command is normally executed just once per domain.
Options
-Y Specify that the domain will be served as both a NIS+ domain as well as an NIS domain using the

backward compatibility flag. This will set up the domain to be less secure by making all the system
tables readable by unauthenticated clients as well.

AUTHOR
nissetup  was developed by Sun Microsystems, Inc.

SEE ALSO
n nis+(1), nismkdir(1), nistbladm(1), nisaddent(1M), nisinit(1M), nisserver(1M).

NOTES
While this command creates the default tables, it does not initialize them with data. This is accomplished
with the nisaddent(1M) command.

It is easier to use the nisserver (1M) script to create subdirectories and the default tables.
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NAME

nisshowcache - NIS+ utility to print out the contents of the shared cache file
SYNOPSIS

/usr/lib/nis/nisshowcache [ -v ]

DESCRIPTION
nisshowcache prints out the contents of the per-machine NIS+ directory cache that is shared by all
processes accessing NIS+ on the machine. By default, nisshowcache only prints out the directory
names in the cache along with the cache header. The shared cache is maintained by nis_cachemgr(1M).

Options
-V Verbose mode. Print out the contents of each directory object, including information on the server
name and its universal addresses.

DIAGNOSTICS
Error messages are sent to the syslogd (1M) daemon.

FILES
Ivar/nis/INIS_SHARED_DIRCACHE

AUTHOR
nisshowcache was developed by Sun Microsystems, Inc.

SEE ALSO
nis_cachemgr(1M), syslogd(1M), nisfiles(4).
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NAME
nisstat - report NIS+ server statistics
SYNOPSIS
/usr/lib/nis/nisstat [ -H host ] [ directory ]

DESCRIPTION
The nisstat command queries a NIS+ server for various statistics about its operations. These statistics
may vary between implementations and from release to release. Not all statistics are available from all
servers. Requesting a statistic from a server that does not support that statistic is never fatal, it simply
returns 'unknown statistic.’

By default, statistics are fetched from the server(s) of the NIS+ directory for the default domain. If direc-
tory is specified, servers for that directory are queried.

Supported statistics for this release are as follows:
root server This reports whether the server is a root server.
NIS compat mode This reports whether the server is running in NIS compat mode.

DNS forwarding in NIS mode
This reports whether the server in NIS compat mode will forward host lookup calls to
DNS.

security level This reports the security level of this server.

serves directories This lists the directories served by this server.

Operations This statistic returns results in the form:
OP=opname:C= calls:E= errors:T= micros

Where opname is replaced by the RPC procedure name or operation, calls is the number
of calls to this procedure that have been made since the server started running. errors
is the number of errors that have occurred while processing a call, and micros is the
average time in microseconds to complete the last 16 calls.

Directory Cache This statistic reports the number of calls to the internal directory object cache, the
number of hits on that cache, the number of misses, and the hit rate percentage.

Group Cache This statistic reports the number of calls to the internal NIS+ group object cache, the
number of hits on that cache, the number of misses, and the hit rate percentage.

Static Storage This statistic reports the number of bytes the server has allocated for its static storage
buffers.

Dynamic Storage This statistic reports the amount of heap the server process is currently using.

Uptime This statistic reports the time since the service has been running.
Options
-H host Normally all servers for the directory are queried. With this option, only the machine
named host is queried. If the named machine does not serve the directory, no statistics are
returned.
directory If specified, servers for that directory are queried.

EXTERNAL INFLUENCES
Environment Variables
NIS_PATH If this variable is set, and the NIS+ directory name is not fully qualified, each directory
specified will be searched until the directory is found (see nisdefaults(1)).

AUTHOR
nisstat was developed by Sun Microsystems, Inc.

SEE ALSO
nisdefaults(1).
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NAME
nisupdkeys - update the public keys in a NIS+ directory object

SYNOPSIS
lusr/lib/nis/nisupdkeys [-a | -C 1[-H host ] [ directory ]
lusr/lib/nis/nisupdkeys -s [-a ] -C ]-H host

DESCRIPTION
This command updates the public keys in an NIS+ directory object. When the public key for a NI1S+ server
is changed, the new key must be propagated to all directory objects that reference that server.

nisupdkeys reads a directory object and attempts to get the public key for each server of that directory.
These keys are placed in the directory object and the object is then modified to reflect the new keys.

If directory is present, the directory object for that directory is updated. Otherwise the directory object for
the default domain is updated.

On the other hand, nisupdkeys -s gets a list of all the directories served by host and updates those
directory objects. This assumes that the caller has adequate permission to change all the associated direc-
tory objects. The list of directories being served by a given server can also be obtained by nisstat(1M).

Before you do this operation, make sure that the new address/public key has been propagated to all repli-
cas.

Options
-a Update the universal addresses of the NIS+ servers in the directory object. Currently, this
only works for the TCP/IP family of transports. This option should be used when the IP
address of the server is changed. The server's new address is resolved using gethost-
byname() on this machine. The /etc/nsswitch.conf file must point to the correct
source for the hosts entry for this resolution to work.

-C Specify to clear rather than set the public key. Communication with a server that has no pub-
lic key does not require the use of secure RPC.

-H host Limit key changes only to the server named host. If the hostname is not a fully qualified NIS+
name, then it is assumed to be a host in the default domain. If the named host does not serve
the directory, no action is taken.

-S Update all the NIS+ directory objects served by the specified server. This assumes that the
caller has adequate access rights to change all the associated directory objects. If the NIS+
principal making this call does not have adequate permissions to update the directory objects,
those particular updates will fail and the caller will be notified. If the rpc.nisd on host can-
not return the list of servers it serves, the command will print an error message. The caller
would then have to invoke nisupdkeys  multiple times (as in the first SYNOPSIS), once per
NIS+ directory that it serves.

EXAMPLES

The following example updates the keys for servers of the foo.bar. domain.
nisupdkeys foo.bar.

This example updates the key for host fred which serves the foo.bar. domain.
nisupdkeys -H fred foo.bar.

This example clears the public key for host wilma in the foo.bar. directory.
nisupdkeys -CH wilma foo.bar.

This example updates the public key in all directory objects that are served by the host wilma.
nisupdkeys -s -H wilma

AUTHOR
nisupdkeys was developed by Sun Microsystems, Inc.

SEE ALSO
chkey(1), niscat(1), nisaddcred(1M), gethostent(3N), nis_objects(3N).
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NOTES

The user executing this command must have modify access to the directory object for it to succeed. The
existing directory object can be displayed with the niscat(1) command using the -0 option.

This command does not update the directory objects stored in the NIS_COLD_STARTfile on the NIS+
clients.

If a server is also the root master server, then nisupdkeys -s cannot be used to update the root direc-
tory.
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NAME
ntpdate - set the date and time via NTP

SYNOPSIS
ntpdate [ -Bbdpgsuv ][ -a key# ] [ -e authdelay ] [ -k keyfile ]

[ -0 version ] [ -p samples ] [ -t timeout ] server[ ... ]

DESCRIPTION
ntpdate sets the local date and time by polling those Network Time Protocol (NTP) server(s) given as the
server arguments to determine the correct time. It must be run as root on the local host. A number of sam-
ples are obtained from each of the servers specified and a subset of the NTP clock filter and selection algo-
rithms are applied to select the best of these. Note that the accuracy and reliability of ntpdate  depends
on the number of servers, the number of polls each time it is run, and the interval between the runs.

ntpdate can be run manually as necessary to set the host clock, or it can be run from the host startup
script to set the clock at boot time. This is useful in some cases to set the clock initially before starting the
NTP daemon xntpd .

It is also possible to run ntpdate from a cron script. However, it is important to note that ntpdate
with contrived cron scripts is no substitute for the NTP daemon, which uses sophisticated algorithms to
maximize accuracy and reliability while minimizing resource use. Finally, since ntpdate does not discip-
line the host clock frequency as does xntpd , the accuracy using ntpdate s limited.

Time adjustments are made by ntpdate in one of two ways. If ntpdate determines the clock is in
error more than 0.5 seconds, it will simply step the time by calling the clock_settime (see clocks(2))
system routine. If the error is less than 0.5 seconds, it will slew the time by calling the adjtime  (see adj-
time(2)) system routine. The latter technique is less disruptive and more accurate when the error is small,
and works quite well when ntpdate is run by cron (see cron(1M)) every hour or two.

ntpdate  will decline to set the date if an NTP server daemon (e.g., xntpd ) is running on the same host.
When running ntpdate on a regular basis from cron as an alternative to running a daemon, doing so
once every hour or two will result in precise enough timekeeping to avoid stepping the clock.

COMMAND LINE OPTIONS
ntpdate supports the following options:

-a Enable the authentication function and specify the key identifier to be used for authentica-
tion. The keys and key identifiers must match in both the client and server key files. The
default is to disable the authentication function.

-B Force the time to always be slewed using the adjtime  system call, even if the measured
offset is greater than +-128 ms. The default is to step the time using the clock_settime
system call if the offset is greater than +-128 ms. Note that, if the offset is much greater
than +-128 ms it can take a long time (hours) to slew the clock to the correct value. During
this time the host should not be used to synchronize clients.

-b Force the time to be stepped using the clock_settime system call, rather than slewed
(default) using the adjtime  system call. This option should be used when called from a
startup file at boot time.

-d Enable the debugging mode, in which ntpdate  will go through all the steps, but not
adjust the local clock. Information useful for general debugging will also be printed.

-6 authdelay Specify the processing delay to perform an authentication function as the value authdelay,
in seconds and fraction (see xntpd(1M) for details). This number is usually small enough to
be negligible for most purposes, though specifying a value may improve timekeeping on
very slow CPU's.

-k keyfile Specify the path for the authentication key file as the string keyfile. The default is
letc/ntp.keys . This file should be in the format described in xntpd .

-0 version Specify the NTP version for outgoing packets as the integer version, which can be 1 or 2.
The default is 3. This allows ntpdate to be used with older NTP versions.

-p samples  Specify the number of samples to be acquired from each server as the integer samples, with
values from 1 to 8 inclusive. The default is 4.
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-t timeout

-V

FILES
letc/ntp.keys

SEE ALSO

ntpdate (1M)

Prints the offset measurement, stratum of the server(s) and delay measurement without
adjusting the local clock. This is similar to -d option which gives a more detailed debug-
ging information.

Divert logging output from the standard output (default) to the system syslog (see
syslog(3C)) facility. This is designed primarily for convenience of cron scripts.

Specify the maximum waiting time for a server response as the value timeout, in seconds
and fraction. The value is rounded to a multiple of 0.2 seconds. The default is 1 second, a
value suitable for polling across a LAN.

Direct ntpdate to use an unprivileged port for outgoing packets. This is most useful
when behind a firewall, that blocks incoming traffic to privileged ports, and you want to
synchronise with hosts beyond the firewall. Note that the -d option always uses
unprivileged ports.

Prints the NTP version number and the offset measurement information.

Contains the encryption keys used by ntpdate

adjtime(2), clocks(2), cron(1M), syslog(3C), ntpq(1M), xntpd(1M), xntpdc(1M).
DARPA Internet Request For Comments RFC1035 Assigned Numbers.

AUTHOR

ntpdate was developed by Dennis Ferguson at the University of Toronto.
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NAME
ntpq - standard Network Time Protocol query program

SYNOPSIS
ntpg [ -dinp ][ -C command ][ host ][ ... ]

DESCRIPTION
ntpq is used to query NTP servers, that implement the recommended NTP mode 6 control message format
about current state and to request changes in that state. The program may be run either in interactive
mode or controlled mode using command line arguments. Requests to read and write arbitrary variables
can be assembled, with raw and pretty-printed output options available. ntpq can also obtain and print a
list of peers in a common format by sending multiple queries to the server.

If one or more request options is included on the command line when ntpq is executed, each of the
requests will be sent to the NTP servers running on each of the hosts given as command line arguments, or
on to localhost by default. If no request options are given, ntpg will attempt to read commands from the
standard input and execute these on the NTP server running on the first host given on the command line,
again defaulting to localhost when no other host is specified. ntpq will prompt for commands if the stan-
dard input is a terminal device.

ntpg uses NTP mode 6 packets to communicate with the NTP server, and hence can be used to query any
compatible server on the network which permits it. Note that since NTP is a UDP protocol this communica-
tion will be somewhat unreliable, especially over large distances in terms of network topology. ntpg
makes one attempt to retransmit requests, and will time out if the remote host is not heard from within a
suitable timeout time.

COMMAND LINE OPTIONS
The command line options supported are described below. Specifying a command line option other than -i
or -n will cause the specified query (queries) to be sent to the indicated host(s) immediately. Otherwise,
ntpg will attempt to read interactive format commands from the standard input.

-C  command
Interactive format command. The command is added to the list of commands to be executed on the
specified host(s). Multiple -C options may be given.

-d Print debugging information.

-i Force ntpq to operate in interactive mode. Prompts will be written to the standard output and com-
mands read from the standard input.

-n Output all host addresses in dotted-quad numeric format rather than converting to the canonical
host names.

-p Print a list of the peers known to the server as well as a summary of their state. This is equivalent to
the peers interactive command.

INTERACTIVE COMMANDS
Interactive format commands consist of a keyword followed by zero to four arguments. Only enough charac-
ters of the full keyword to uniquely identify the command needs to be typed. The output of a command is
normally sent to the standard output, but optionally the output of individual commands may be sent to a
file by appending a > followed by a file name, on the command line. A number of interactive format com-
mands are executed entirely within the ntpgq program itself and do not result in NTP mode 6 requests
being sent to a server. These are described below.

? [command_keyword]

help [command_keyword]
A ? or help by itself will print a list of all the command keywords known to this version of
ntpq . A ? or help followed by a command keyword will print function and usage information
about the command.

addvars [variable_name=value][ ... ]

rmvars [variable_name=value][ ... ]

clearvars
The data carried by NTP mode 6 messages consists of a list of items of the form
variable_name = value , where the = value s ignored, and can be omitted in

requests to the server to read variables. ntpq maintains an internal list in which data to be
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included in control messages can be assembled, and sent using the readlist and writel-
iIsSt commands described below.

addvars
This command allows variables and their optional values to be added to the list. If more than one
variable is to be added, the list should be comma-separated and not contain white space.

rmvars  This command can be used to remove individual variables from the list.

clearlist
This command removes all variables from the list.

authenticate [yes |no]
Normally ntpg does not authenticate requests unless they are write requests. The command
authenticate yes causes Ntpg to send authentication with all requests it makes. Authen-

ticated requests causes some servers to handle requests slightly differently, and can occasionally
melt the CPU in fuzzballs if you turn authentication on before doing a peer display.

cooked Causes output from query commands to be cooked . Variables which are recognized by the
server will have their values reformatted for human usage.

debug [more]less|off |
Turns internal query program debugging on and off.

delay milliseconds
Specify a time interval to be added to timestamps included in requests which require authentica-
tion. This is used to enable (unreliable) server reconfiguration over long delay network paths or
between machines whose clocks are unsynchronized. Actually the server does not now require
timestamps in authenticated requests, so this command may be obsolete.

host hostname
Set the host to which future queries will be sent. Hostname may be either a host name or a
numeric address.

hostnames [yes |no]
If yes is specified, host names are printed in information displays. If Nno is specified, numeric
addresses are printed instead. The default is yes , unless modified using the command line -n
option.

keyid  keyid-id
This command allows the specification of a key number to be used to authenticate configuration
requests. This must correspond to a key number the server has been configured to use for this
purpose.

ntpversion [1]2]13 1]
Sets the NTP version number which ntpq claims in packets. Defaults to 3, Note that mode 6
control messages (and modes) did not exist in NTP version 1. There appears to be no servers left
which demand version 1.

quit Exit ntpq .

passwd This command prompts you to type in a password (which will not be echoed) which will be used
to authenticate configuration requests. The password must correspond to the key configured for
use by the NTPserver for this purpose if such requests are to be successful.

raw Causes all output from query commands to be printed as received from the remote server. The
only formatting/interpretation done on the data is to transform nonascii data into a printable
form.

timeout  milliseconds
Specify a timeout period for responses to server queries. The default is about 5000 milliseconds.
Note that since Nntpq retries each query once after a timeout, the total waiting time for a
timeout will be twice the timeout value set.

CONTROL MESSAGE COMMANDS
Each peer known to an NTPserver has 16 bit integer association identifier assigned to it. NTP control mes-
sages which carry peer variables must identify the peer, the values it corresponds to by including its associ-
ation ID. An association ID of 0 is special, and indicates the variables are system variables, whose names
are drawn from a separate name space.
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Control message commands result in one or more NTP mode 6 messages being sent to the server, and
cause the data returned to be printed in some format. Most commands currently implemented send a single
message and expect a single response. The current exceptions are the peers command, which will send a
preprogrammed series of messages to obtain the data it needs, and the mreadlist  and mreadvar com-
mands, which will iterate over a range of associations. The supported control messages are listed below:

associations

Obtains and prints a list of association identifiers and peer status for in-spec peers of the server
being queried. The list is printed in columns. The first of these columns is an index numbering the
associations from 1 for internal use, the second column is the actual association identifier returned
by the server and the third column is the status word for the peer. This is followed by a number of
columns containing data decoded from the status word. Note that the data returned by the
associations command is cached internally in ntpq . The index is then of use when dealing
with stupid servers which use association identifiers which are hard for humans to type, in that for
any subsequent commands which require an association identifier as an argument, the form and
index may be used as an alternative.

clockvar [assoclD ][variable_name[=value[ ... ][ ... 1]

cv [assocID ][variable_name[=value[ ... JI[ ... 1]

Requests that a list of the server's clock variables be sent. Servers which have a radio clock or
other external synchronization will respond positively to this. If the association identifier is omitted
or zero the request is for the variables of the system clock and will generally get a positive
response from all servers with a clock. If the server treats the clocks as pseudo-peers, then more
than one clock connected at once, referencing the appropriate peer association ID will show the
variables of a particular clock. Omitting the variable list will cause the server to return a default
variable display.

lassociations
Obtains and prints a list of association identifiers and peer status for all associations for which the

server is maintaining state. This command differs from the associations command only for
servers which retain state for out-of-spec client associations (i.e., fuzzballs). Such associations are
normally omitted from the display when the associations command is used, but are included
in the output of lassociations . n

Ipassociations
Print data for all associations, including out-of-spec client associations, from the internally cached
list of associations. This command differs from passociations command only when dealing
with fuzzballs.

Ipeers
Similar to peers command, except a summary of all associations for which the server is main-
taining state is printed. This can produce a much longer list of peers from fuzzball servers.

mreadlist assoclD assoclD

mrl  assocID assoclD )
Similar to the readlist command, except the query is done for each range of (nonzero) associa-
tion IDs. This range is determined from the association list cached by the most recent associations
command.

mreadvar assoclD assoclD [variable_name[=value][ ... ]]

mrv assoclD assoclD [variable_name[=value][ ... ]]
Similar to the readvar command, except the query is done for each range of (nonzero) associa-
tion IDs. This range is determined from the association list cached by the most recent associations
command.

opeers
An old form of the peers command with the reference ID replaced by the local interface address.

passociations
Prints association data concerning in-spec peers from the internally cached list of associations. This
command performs identically to the associations except that it displays the internally
stored data rather than making a new query.

peers Obtains a list of in-spec peers of the server, along with a summary of each peer's state. Summary
information includes the address of the remote peer, the reference ID (0.0.0.0 if the refID is
unknown), the stratum of the remote peer, the type of the peer (local, unicast, multicast or
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broadcast), when the last packet was received, the polling interval, in seconds, the reachability
register, in octal, and the current estimated delay, offset and dispersion of the peer, all in seconds.

The character in the left margin indicates the fate of this peer in the clock selection process. The
codes mean:

<BLANK> discarded due to high stratum and/or failed sanity checks;
X designated falseticker by the intersection algorithm;
culled from the end of the candidate list;
- discarded by the clustering algorithm;
+ included in the final selection set;
# selected for synchronization but distance exceeds maximum,;
* selected for synchronization; and
0 selected for synchronization, PPS signal in use.

Note that since the peers command depends on the ability to parse the values in the responses it gets, it
may fail to work from time to time with servers which poorly control the data formats. The contents of the
host field may be one of four forms. It may be a host name, an IP address, a reference clock implementation
name with its parameter or REFCLK <implementation number>, <parameter>). On hostnames no
only IP-addresses will be displayed.

pstatus assoclD
Sends a read status request to the server for the given association. The names and values of the peer
variables returned will be printed. Note that the status word from the header is displayed preceding
the variables, both in hexadecimal and in English.

readlist [assocID]

rl  [assocID]
Requests that the values of the variables in the internal variable list be returned by the server. If the
association ID is omitted or is 0, the variables are assumed to be system variables. Otherwise they are
treated as peer variables. If the internal variable list is empty, a request is sent without data, which
should induce the remote server to return a default display.

readvar assoclD variable_name [=value][ ... 1]

rv assoclD variable_name [=value][ ... 1]
Requests that the values of the specified variables be returned by the server by sending a read vari-
ables request. If the association ID is omitted or is given as zero, the variables are system variables.
Otherwise they are peer variables and the values returned will be those of the corresponding peer.
Omitting the variable list will send a request with no data which should induce the server to return a
default display.

writevar assoclD variable_name [=value][ ... 1]
Similar to the readvar command, except the specified variables are written instead of read.

writelist [assocID]
Similar to the readlist command, except the internal list variables are written instead of read.
WARNINGS

The peers command is non-atomic and may occasionally result in spurious error messages about invalid
associations occurring and terminating the command. The timeout time is a fixed constant, which means a
long wait for timeouts since it assumes a worst case.

FILES
letc/ntp.keys Contains the encryption keys used for authentication.

AUTHOR
ntpg was developed by Dennis Ferguson at the University of Toronto.

SEE ALSO
ntpdate(1M), xntpd(1M), xntpdc(1M).

DARPA Internet Request For Comments RFC1035 Assigned Numbers.
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NAME

ocd(1M)

ocd - outbound connection daemon used by DDFA software

SYNOPSIS

ocd -f pseudonym -n node_name [-b board_no] [-C config_file] [-| log_level] [-p port_no]

DESCRIPTION

The Outbound Connection Daemon (ocd ) is part of the Data Communications and Terminal Controller
(DTC) Device File Access (DDFA) software. It manages the connection and data transfer to the remote ter-
minal server port. It can be spawned from the Dedicated Port Parser (dpp) or run directly from the shell.

For performance reasons, ocd does not have a debug mode. However, a version called ocdebug with
debug facilities is available.

See ddfa(7) for more information on how to configure the DDFA software and for an explanation of how it

works.

ocd logs important messages and error conditions to /var/adm/syslog

Options

ocd recognizes the following options:

-b board_no

-C config_file

-f pseudonym

-I log_level

-N node_name
-p port_no
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The board number of a DTC. If it is omitted, the port number option must contain
the full TCP service port address. The -b and -p options must not be used if the
IP address given in the -n option is the IP address of a port.

If the -n option explicitly names a terminal server port, the -b option is not
needed.

Specify the name (including the absolute path) of the configuration file used to
profile the terminal server port. If this option is omitted, the default values
specified in the default pcf file (/lusr/examples/ddfa/pcf ) are used. If the
file specified does not exist, an error message is logged and the following values are
used (note that the values for open_tries and open_timer  are different from
the default values):

telnet_mode: enable
timing_mark: enable
telnet_timer: 120
binary_mode: disable
open_tries:

open_timer: 0
close_timer: 0
status_request: disable
status_timer: 30
eight_bit: disable
tcp_nodelay: enable

The absolute or relative path to the device file that is linked by the software to the
reserved pty . Applications use pseudonym and not the dynamically allocated pty
slave.

Specify the logging level. It determines the severity of messages sent to
Ivar/fadm/syslog . The logging levels (and how they relate to system logging
levels) are as follows:

0 Log only LOG_CRIT messages.

1 Log only LOG_CRIT and LOG_ERR messages.

2 Log only LOG_CRIT, LOG_ERR, and LOG_WARNING messages.
3 Log all messages.

If this option is omitted, the logging level is set to 1.
The IP address of the terminal server or the port.

A DTC port number or, if the -b option is omitted, the TCP port service address
that will be used by the software to access the port. If the value is omitted, the
value 23 (Telnet) is used by default.
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In order to shutdown every ocd running without restarting them, the following command can be exe-
cuted:

kil -15 ‘ps -e | grep ocd | awk *{print $1}*

WARNINGS

In order to ensure that commands (such as ps) display the correct device file name (that is, the pseu-
donym), all pseudonyms should be placed into the directory /dev/telnet . If pseudonyms are not
specified for placement in this directory, the correct display of device file names with many commands is
not guaranteed.

In addition, in order to ensure that commands (such as w, passwd , finger , and wall ) work correctly,
each pseudonym must be unique in its first 17 characters (including the directory prefix /dev/telnet/ ).
If pseudonyms are not unique in their first 17 characters, the correct functioning of many commands is not
guaranteed.

Also, in order to reliably handle timing mark negotiations (and ensure that files printing on a printer
attached to a terminal server have been completely flushed to that printer), the following line must be
added near the end of each printer interface script for printers attached to a terminal server:

stty exta <&1 2>/dev/null

The printer interface scripts reside in the directory /etc/Ip/interface . The line must be added just
prior to the final exit command in each printer interface script.

If this line is not added as specified, the printing reliability of printers attached to a terminal server is not
guaranteed.

FILES

/usr/examples/ddfa/dp
lusr/examples/ddfa/pcf
lusr/shin/dpp
lusr/sbin/ocd
lusr/shin/ocdebug
/var/fadm/dpp_login.bin
Ivar/fadm/utmp.dfa

SEE ALSO

dpp(1M), ocdebug(1M), syslog(3C), dp(4), pcf(4), ddfa(7).

Section 1M-608 -2 - HP-UX Release 11i: December 2000



ocdebug(1M) ocdebug(1M)

NAME
ocdebug - outbound connection daemon debug utility used by DDFA software
SYNOPSIS
ocdebug -f pseudonym -n node_name [-b board_no] [-C config_file] [-d debug_level ] [-| log_level ]
[-p port_no]

DESCRIPTION
The ocdebug daemon is the debugging version of the Outbound Connection Daemon (ocd). ocd is part
of the Data Communications and Terminal Controller (DTC) Device File Access (DDFA) software. It
manages the connection and data transfer to the remote terminal server port.

See ddfa(7) for more information on how to configure the DDFA software and for an explanation of how it
works.

Debugging may be toggled interactively by sending the SIGUSR1 signal to the process using:

kill -16 pid.
ocdebug logs important messages and error conditions to /var/adm/syslog . Debug messages are
logged to the file /var/adm/ocd  pid and the file name is displayed at the start of debugging.
Options
ocdebug recognizes the following options. Apart from the -d option they are the same as the ocd
options.

-b board_no  Specify the board number of a DTC. If it is omitted, the port number option must
contain the full TCP service port address. The -b and -p options must not be used if
the IP address given in the -n option is the IP address of a port.

If the -n option explicitly names a terminal server port, the -b option is not needed.

-C config_file  Specify the name (including the absolute path) of the configuration file used to profile
the terminal server port. If this value is omitted, the values specified in the default
pcf file (/usr/examples/ddfa/pcf ) are used. If the file specified does not
exist, an error message is logged and the following values are used (note that the
values for open_tries and open_timer are different from the default values):

telnet_mode: enable
timing_mark: enable
telnet_timer: 120
binary_mode: disable
open_tries:

open_timer: 0
close_timer: 0
status_request: disable
status_timer: 30
eight_bit: disable
tcp_nodelay: enable

-d debug_level Specify the level of debugging. Levels can be added together to accumulate debugging
functions. For example, -d7 enables all levels and -d3 enables only the first two lev-
els. The levels are:

0  No debug messages.

1 Trace procedure entry/exit logged.

2 Additional tracking messages logged.
4 Data structures dumped.

-f pseudonym Specify the absolute or relative path to the device file, which is linked by the software
to the reserved pty . Applications use the pseudonym and not the dynamically allo-
cated pty slave.

-I log_level Specify the logging level. It determines the severity of messages sent to
Ivar/fadm/syslog . The logging levels (and how they relate to system logging lev-
els) are as follows:

0 Log only LOG_CRIT messages.
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1 Log only LOG_CRIT and LOG_ERR messages.
2 Log only LOG_CRIT, LOG_ERR, and LOG_WARNING messages.
3 Log all messages.

If it is omitted, the logging level is set to 1.
-Nn node_name Specify the IP address of the terminal server or the port.

-p port_no Specify a DTC port number or, if the -b option is omitted, the TCP port service
address that will be used by the software to access the port. If the value is omitted,
the value 23 (Telnet) is used by default.

In order to shutdown every ocd running without restarting them, the following command can be exe-
cuted:

kil -15 ‘ps -e | grep ocd | awk *{print $1}*

WARNINGS

In order to ensure that commands (such as ps) display the correct device file name (that is, the pseu-
donym), all pseudonyms should be placed into the directory /dev/telnet . If pseudonyms are not
specified for placement in this directory, the correct display of device file names with many commands is
not guaranteed.

In addition, in order to ensure that commands (such as w, passwd , finger , and wall ) work correctly,
each pseudonym must be unique in its first 17 characters (including the directory prefix /dev/telnet/ ).
If pseudonyms are not unique in their first 17 characters, the correct functioning of many commands is not
guaranteed.

Also, in order to reliably handle timing mark negotiations (and ensure that files printing on a printer
attached to a terminal server have been completely flushed to that printer), the following line must be
added near the end of each printer interface script for printers attached to a terminal server:

stty exta <&1 2>/dev/null

The printer interface scripts reside in the directory /etc/Ip/interface . The line must be added just
prior to the final 'exit’ command in each printer interface script.

If this line is not added as specified, the printing reliability of printers attached to a terminal server is not
guaranteed.

FILES

/usr/examples/ddfa/dp
lusr/examples/ddfa/pcf
lusr/shin/dpp
lusr/sbin/ocd
lusr/shin/ocdebug
/var/adm/dpp_login.bin
/varfadm/ocd  pid
Ivar/fadm/syslog
Ivar/fadm/utmp.dfa

SEE ALSO

dpp(1M), ocd(1M), syslog(3C), dp(4), pcf(4), ddfa(7).

Section 1M-610 -2 - HP-UX Release 11i: December 2000



opx25(1M) opx25(1M)

NAME
0px25 - execute HALGOL programs
SYNOPSIS
lusr/lbin/uucp/ X25/opx25 [-f  scriptname] [-C char] [-O file-descriptor] [-i file-descriptor ]

[-n string] [-d ] [V ]

DESCRIPTION
HALGOL is a simple language for communicating with devices such as modems and X.25 PADs. It has
simple statements similar to send xxx and expect yyy that are described below.

Options:
opx25 recognizes the following options:

-f script Causes 0px25 to read script as the input program. If -f is not specified, opx25
reads the standard input as a script.

-C char Causes 0px25 to use char as the first character in the input stream instead of actu-
ally reading it from the input descriptor. This is useful sometimes when the program
that calls opx25 is forced to read a character but then cannot “unread” it.

-0 number Causes 0px25 to use number for the output file descriptor (i.e., the device to use for
send ). The defaultis 1.

-i number Causes 0px25 to use 'number’ for the input file descriptor (ie, the device to use for
‘expect’). The default is 0.

-n  string Causes 0px25 to save this string for use when \# is encountered in a send com-
mand.

-d Causes 0px25 to turn on debugging mode.

-V Causes 0px25 to turn on verbose mode.

An 0px25 script file contains lines of the following types:

(empty) Empty lines are ignored.
/ Lines beginning with a slash (/ ) are ignored (comments)
ID ID denotes a label, and is limited to alphanumerics or _.

send string string must be surrounded by double quotes. The text is sent to the device specified
by the -0 option. Non-printable characters are represented as in C; i.e., as \DDD,
where DDD is the octal ascii character code. \# in a send string is the string that fol-
lowed the -n option.

break Send a break "character” to the device.

expect number string
Here number is how many seconds to wait before giving up. 0 means wait forever, but
this is not advised. Whenever string appears in the input within the time allotted, the
command succeeds. Thus, it is not necessary to specify the entire string. For exam-
ple, if you know that the PAD will send several lines followed by an @prompt, you
could just use @as the string.

run program args
The program (sleep , date , etc.) is run with the args specified. Do not use quotes
here. Also, the program is invoked directly (using execp ), so wild cards, redirection,
etc. are not possible.

error ID If the most recent expect or run encountered an error, go to the label ID.

exec program args
Similar to run , but does not fork.

echo string  Similar to send , but goes to standard error instead of to the device.

set debug Sets the program in debug mode. It echoes each line to /tmp/opx25.log , as well
as giving the result of each expect and run. This can be useful for writing new scripts.
The command set nodebug disables this feature.
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set log Sends subsequent incoming characters to /var/uucp/.Log/LOGX25 . This can be
used in the *.in  file as a security measure, because part of the incoming data stream
contains the number of the caller. There is a similar feature in getx25 ; it writes the
time and the login name into the same logfile. The command set nolog  disables
this feature.

set numlog Similar to set log , but better in some cases because it sends only digits to the log
file, and not other characters. The command set nonumlog disables this feature.

timeout  number
Sets a global timeout value. Each expect uses time in the timeout reservoir; when
this time is gone, the program gives up (exit 1). If this command is not used, there is
no global timeout. Also, the global timeout can be reset any time, and a value of 0
turns it off.

exit number Exits with this value. 0 is success; anything else is failure.

To perform a rudimentary test of configuration files, run 0px25 by hand, using the -f option followed by
the name of the script file. 0px25 then sends to standard output and expects from standard input; thus
you can type the input, observe the output, and use the echo command to see messages. See the file
lusr/lbin/uucp/X25/ventel.out for a good example of HALGOL programming.

AUTHOR
opx25 was developed by HP.

SEE ALSO
getx25(1), uucp(l).
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NAME
ospf_monitor - monitor OSPF (Open Shortest Path First protocol) gateways

SYNOPSIS
ospf_monitor mon_db_file

DESCRIPTION
Use the ospf_monitor command to query OSPF routers. The ospf_monitor command operates in
interactive mode. It allows the user to query the various OSPF routers to provide detailed information on
10 statistics, error logs, link-state data bases, AS external data bases, the OSPF routing table, configured
OSPF interfaces, and OSPF neighbors.

mon_db_file is the complete pathname of a database composed of records configuring destinations for
ospf_monitor remote commands. Each destination record is a single-line entry which lists the destina-
tion IP address, the destination hostname, and an OSPF authentication key (if authentication is activated
by the destination). Since authentication keys may be present in the destination records, it is recom-
mended that general access to this database be restricted.

Refer to RFC-1583 (OSPF Specification, version 2) for details about OSPF database and packet formats.
COMMANDS

Upon entering interactive mode, ospf_monitor presents this prompt:

[ # ] dest command params >

From this prompt, you can enter any of the ospf_monitor interactive commands. Interactive com-
mands can be interrupted at any time via a keyboard interrupt. Note that the command line length must
be less than 200 characters.

Local Commands
? Display all local commands and their functions.

?R Display all remote commands and their functions.
d Display all configured destinations. This command displays dest_index, the IP address, and the
hostname of all potential ospf_monitor command destinations configured in mon_db_file.
h Display the command history buffer showing the last 30 interactive commands. 0
X Exit the ospf_monitor program.
@remote_command Send remote_command to the same (previous) destination.
@lest_index remote_command Send remote_command to configured destination dest_index.
F filename Send all ospf_monitor output to filename.
S Send all ospf_monitor output to stdout.

Remote Commands
a area_id type Is_id adv_rtr
Display link state advertisement. area_id is the OSPF area for which the query is directed.
adv_rtr is the router-id of the router which originated this link state advertisement. type
specifies the type of advertisement to request and should be specified as follows:

1 Request the router links advertisements. They describe the collected states of the router’s
interfaces. For this type of request, the Is_id field should be set to the originating router’s
Router ID.

2 Request the network links advertisements. They describe the set of routers attached to the
network. For this type of request, the Is_id field should be set to the IP interface address of
the network’s Designated Router.

3 Request the summary link advertisements describing routes to networks. They describe
inter-area routes, and enable the condensing of routing information at area borders. For
this type of request, the Is_id field should be set to the destination network’s IP address.

4 Request the summary link advertisements describing routes to AS boundary routers. They
describe inter-area routes, and enable the condensing of routing information at area bord-
ers. For this type of request, the Is_id field should be set to the Router ID of the described
AS boundary router.
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5 Request the AS external link advertisements. They describe routes to destinations external
to the Autonomous System. For this type of request, the Is_id field should be set to the des-
tination network’s IP address.

c Display cumulative log. This log includes input/output statistics for monitor request, hello, data
base description, link-state request, link-state update, and link-state ack packets. Area statistics
are provided which describe the total number of routing neighbors and number of active OSPF
interfaces. Routing table statistics are summarized and reported as the number of intra-area
routes, inter-area routes, and AS external data base entries.

e Display cumulative errors. This log reports the various error conditions which can occur between
OSPF routing neighbors and shows the number of occurrences for each.

h Display the next hop list. This list of valid next hops is mostly derived from the SPF calculation.

| [retrans]

Display the link-state database (except for ASE’s). This table describes the routers and networks
making up the AS. If retrans is non-zero, the retransmit list of neighbors held by this Isdb struc-
ture will be printed.

A [retrans]
Display the AS external data base entries. This table reports the advertising router, forwarding
address, age, length, sequence number, type, and metric for each AS external route. If retrans is
non-zero, the retransmit list of neighbors held by this Isdb structure will be printed.

0 [which]
Display the OSPF routing table. This table reports the AS border routes, area border routes,
summary AS border routes, networks, summary networks, and AS external networks currently
managed via OSPF. If which is omitted, all of the above will be listed. If specified, the value of
which (between 1 and 63) specifies that only certain tables should be displayed. The appropriate
value is determined by adding up the values for the desired tables from the following list:

1 Routes to AS border routers in this area.

2 Routes to area border routers for this area.

4 Summary routes to AS border routers in other areas.
8 Routes to networks in this area.

16 Summary routes to networks in other areas.

32  AS routes to non-OSPF networks.

| Display all interfaces. This report shows all interfaces configured for OSPF. Information reported
includes the area, interface IP address, interface type, interface state, cost, priority, and the IP
address of the DR and BDR for the network.

N Display all OSPF routing neighbors. Information reported includes the area, local interface
address, router ID, neighbor IP address, state, and mode.

V Display Gated version information.
AUTHOR

Rob Coltun of University of Maryland

Jeffrey C. Honig of Cornell University
SEE ALSO

gated(1M), gdc(1M), ripquery(1M), gated.conf(4).

GateD Documentation

GateD Configuration Guide
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NAME
/usr/sbin/owners - lists owners of outgoing network connections

SYNOPSIS
owners

DESCRIPTION
owners displays a list of established network connections which originate on this system, and indicates
the owners of each connection using the identd  running on this system.

SEE ALSO
sendmail(1M).
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NAME
parcreate - create a new partition

SYNOPSIS
parcreate [-P PartitionName] [-| IPaddress]
-C cell:[cellType]:[use_on_next_boot]:[failure_usage] [-C ...]
[-b path] [t path] [-s path] [-r cell] [-r ..] [-B] [-k s_lock]

DESCRIPTION
The parcreate command creates a new partition. This command takes the specified cells (and any
attached 1/0 chassis) from the free cell list and assigns them to the partition.

This command finds an available partition id and assigns it to the new partition. It returns the partition id
of the newly created partition.

Options and Arguments
parcreate recognizes the following command line options and arguments:

-P PartitionName Specifies the name of the new partition. The characters which can appear in a valid
partition name are a-z, A-Z, 0-9, - (dash), _ (underscore), " " (space) and . (period).
If the partition name includes space then the name should be enclosed within double
quotes.

-l IPaddress Specifies the IP address that should be used by management tools (like SAM) to
address this partition. This value must be consistent with the IP address that is
assigned to the partition once HP-UX is installed and networking is configured.

-c cell:[cellType]:[use_on_next_boot]:[failure_usage]
Specifies the cell(s) to be assigned to the partition.

cell specifies the cell id. It can be specified either in the local (cabinet#/slot#) or global
(slot#) format. For example, the cell located in cabinet 2, slot 4 is locally identified as
2/4 or globally as simply 20.

cellType specifies the cell type. The current valid cellType value is: base , which is
the default if cellType is not specified.

use_on_next_boot specifies whether the cells will participate in a reboot. The current
valid values for use_on_next_boot are:

y participate in reboot. Default.

n do not participate in reboot.

The valid value for failure_usage is:
r reactivate with interleave. This is the default. Other values will be supported in
future releases.

-b path Specifies the primary boot path. path specifies the physical hardware path.

-t path Specifies the alternate boot path. path specifies the physical hardware path.

-S path Specifies the secondary boot path. path specifies the physical hardware path.

-rcell Specifies the root alternates. One to four cells can be specified. The first cell specified

is the first root alternate cell, the second cell specified is the second root alternate cell,
the third cell specified is the third root alternate and the fourth cell specified is the
fourth root alternate.

A cell can be specified either in the local (cabinet#/slot#) or global (slot#) format. For
example, the cell located in cabinet 2, slot 4 is locally identified as 2/4 or globally as

simply 20.
-B Specifies to boot the partition. The default is not to boot.
-k s_lock Specifies a lock key for the Stable Complex Configuration Data provided by SAM. This

option is not available to the command line user.
At least one of the cells specified must contain core 1/0O with the use_on_next_boot flag set to "y".
Root permissions are required to run this command.
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EXIT STATUS
The parcreate utility exits with one of the following values:

0 Successful completion.
1 Error condition occurred.
EXAMPLES

Create a new partition myPartition with 2 cells. One of the cells is located in cabinet 2, slot 4. The
cellType for the cell is base . The failure_usage policy for this cell isri - reactivate with interleave.

The other cell is located in cabinet 2, slot 6. The cellType is base and failure_usage policy for this cell is ri
- reactivate with memory interleave. The use_on_next_boot for both cellsis y.

parcreate -P myPartition -c 2/4:base:y:ri -c 2/6:base:y:ri
-b 0/0/52/2.6 -t 0/0/52/3.6 -s 0/0/52/4.6 -r 2/4

Create a new partition nextPartition with 2 cells. The cells are located in cabinet 0, slot 4 and slot 6.
This example uses the default values for the cells.

parcreate -P nextPartition -c 4::: -c 6

AUTHOR
parcreate  was developed by the Hewlett-Packard Company.

SEE ALSO
fruled(1), parstatus(1), partition(1), frupower(1M), parmodify(1M), parremove(1M), parunlock(1M).
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NAME
parmgr - partition manager
SYNOPSIS
lusr/shin/parmgr [ [t task] [optional_params] ]

DESCRIPTION
The parmgr command provides a single access point to the SuperDome configuration toolset to perform
partition administration tasks. Omitting all parameters launches the Partition Manager configuration tool
interface.

Partition Manager can also be launched from SAM on SuperDome systems.
parmgr requires superuser (user root ) privileges to execute successfully.
parmgr does not provide a terminal interface as provided with SAM.

Options
Use one of these parmgr task options to launch a configuration task:
-h Display usage instructions.
-t create Create new partition.
-t modify Modify an existing partition. Requiresa -p par_id argument. See below.

-t cell_details
Display cell details sheet. Requires a -C cell_num argument. See below.

-t par_details
Display partition details sheet. Requires a -p par_id argument. See below.

-t io_details Display 1/0 chassis details sheet. Requires -i io_chassis_num arguments. See
below.

-t complex_details
Display SuperDome complex details sheet.

Available optional_params are:

-p par_id Partition number.
-Cc cell_num Cell number. Specify either in the local (cabinet_id/slot_num) or global (cell_ID)
format.

-i io_chassis_num The 1/O chassis number. Must be specified in the form:
cabinet_id/bay_num/chassis_num

EXAMPLES
Run Partition Manager as root:

/opt/parmgr/bin/parmgr
Create a new partition:
parmgr -t create
Modify existing partition number 5:
parmgr -t modify -p 5
Start the partition details sheet for partition 5:
parmgr -t par_details -p 5
Start the cell details sheet for the cell in cabinet 1, slot O:
parmgr -t cell_details -c 1/0
Start the 1/0O details sheet for cabinet 1, bay 0, chassis 3
parmgr -t io_details -i 1/0/3
Start the complex details sheet:
parmgr -t complex_details
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DEPENDENCIES
parmgr runs in an X Window environment.

parmgr requires a minimum of 16 MB of internal memory. More swap space may be required depending
on other applications running concurrently.

Partition Manager includes online help that is displayed in a Web browser. In this release of Partition
Manager, the online help will only display correctly in the Netscape[tm] web browser, version 4 or later. An
appropriate version of Netscape is included in the HP-UX 11i Operating Environment (OE) bundle. For full
access to the online help, the OE bundle should be installed on each system running Partition Manager.

AUTHOR
parmgr was developed by HP.

FILES
/opt/parmgr/bin/  parmgr executable files.

/opt/webadmin/parmgr/help/$LANG/
parmgr online help files.

lopt/parmgr/lib/  parmgr internal configuration files.

lusr/var/sam/ parmgr uses some SAM executables.

Ivar/parmgr/ parmgr working space, including lock files (if a parmgr session dies, it may
leave behind a spurious lock file), preferences, logging, and temporary files.

Ivar/sam/ parmgr uses some SAM files.

Ivar/sam/log/samlog
Unformatted SAM and parmgr logging messages. This file should not be
modified by users. Use samlog_viewer to view the contents of this file (see
samlog_viewer (1)).

Ivar/sam/log/samlog.old
Previous SAM and parmgr log file created by when
Ivar/sam/log/samlog is larger than the user specified limit. Use
samlog_viewer  with its -f option to view the contents of this file (see
samlog_viewer (1)).

SEE ALSO
frupower(1M), frulock(1M), sam(1M), samlog_viewer(l), parstatus(1M), parcreate(1M), parmodify(1M), p
parunlock(1M), parremove(1M).

These manuals are available on http://docs.hp.com

e Managing SuperDome Complexes

e Installing and Administering Internet Service for HP-UX 11.0

* Installing and Administering LAN/9000 Software for HP-UX 11.0
* Installing and Administering NFS Services for HP-UX 11.0

» X.25/9000 User's Guide
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NAME

parmodify(1M)

parmodify - modify an existing partition

SYNOPSIS
parmodify -p

PartitionNumber

{ -a cell:[cellType]:[use_on_next_boot]:[failure_usage] [-a ...]

] -m cell:[cellType]:[use_on_next_boot]:[failure_usage] [-m...]

| -I 1Paddress | -r cell [-r ..] | -d cell [-d..]

| -b path | -t path | -s path | -P PartitionName | -B
| -k s_lock:p_lock }

DESCRIPTION
The parmodify

command is used to modify the attributes of an existing partition. This command can

modify the following attributes:

Partition name
Cell assignment:

Add cells to this partition
Delete cells from this partition

Attributes of existing cells:

cellType
use_on_next_boot
failure_usage

Root alternates
Primary boot path

HA Alternate boot path
Secondary boot path
Partition’s IP address

Options and Arguments

- parmodify  recognizes the following command line options and arguments:

-p PartitionNumber

Specifies the partition to be modified. PartitionNumber specifies the unique number
(integer) assigned to the partition.

p Note: The user has to specify any one or more of the following options.

-a cell:[cellType]:[use_on_next_boot]:[failure_usage]

Specifies the cell(s) to be added to the partition.

cell specifies the cell id. It can be specified either in the local (cabinet#/slot#) or global
(slot#) format. For example, the cell located in cabinet 2, slot 4 is locally identified as
2/4 or globally as simply 20.

cellType specifies the cell type. The valid cellType value is: base, which is the
default if cellType is not specified.

The valid use_on_next_boot values are:
y participate in reboot. Default.
n do not participate in reboot.

The valid failure_usage value for cells is:
r reactivate with memory interleave. This is the default. Other values will be sup-
ported in future releases.

-m cell:[cell Type]:[use_on_next_boot]:[failure_usage]

Section 1M-620

Modify attributes of a cell already assigned to this partition.

cell specifies the cell id. It can be specified either in the local (cabinet#/slot#) or global
(slot#) format. For example, the cell located in cabinet 2, slot 4 is locally identified as
2/4 or globally as simply 20.

The valid cellType value is: base .
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The valid use_on_next_boot values are:
y participate in reboot.
n do not participate in reboot.

The valid failure_usage value for cells is:
r reactivate with memory interleave. Other values will be supported in future
releases.

-l IPaddress Specifies the IP address that should be used by management tools (like SAM) to
address this partition. This value must be consistent with the IP address that is
assigned to the partition once HP-UX is installed and networking is configured.

-rcell Specifies the root alternates. One to four cells can be specified. The first cell specified
is the first root alternate cell, the second cell specified is the second root alternate cell,
the third cell specified is the third root alternate and the fourth cell specified is the
fourth root alternate. Use of this option will override previous root alternates selec-
tions. So, if the order of a given cell is changing, all of the alternate cells should be
specified in the new order.

A cell can be specified either in the local (cabinet#/slot#) or global (slot#) format. For
example, the cell located in cabinet 2, slot 4 is locally identified as 2/4 or globally as

simply 20.
-d cell Delete the specified cells from the partition.
-b path Specifies the primary boot path. path specifies the physical hardware path.
-t path Specifies the alternate boot path. path specifies the physical hardware path.
-S path Specifies the secondary boot path. path specifies the physical hardware path.

-P Partition Name Specifies the name of the partition. The characters which can appear in a valid parti-
tion name are a-z, A-Z, 0-9, - (dash), _ (underscore), " " (space) and . (period). If
the partition name includes space then the name should be enclosed within double
quotes.

-B Specifies to reboot the partition now. The default is not to boot. If this option is
specified and the partition to be modified is not the current partition, then the com-
mand proceeds only if the specified partition is not active. Also this option is necessary
only if -a or -d option has been specified. Note: The partition in which the com-
mand is executing is called the current partition.

-k s_lock:p_lock Specifies the lock keys provided by SAM for Stable Complex Configuration Data and
Partition Configuration Data. The lock keys should always be specified in pairs. If any
lock key is not available -1 should be specified. For example: if the s_lock is available
but the p_lock is not available, then it should be specified as -k s_lock:-1

Note: The -k option is not available to the command line user.
Root permissions are required to run parmodify
EXIT STATUS
The parmodify  utility exits with one of the following values:
0 Successful completion.
1 Error condition occurred.
EXAMPLES
Add a new cell to the existing partition with Partition Number 2.
parmodify -p 2 -a 2/5:base:y:ri
Delete a cell from the existing partition with Partition Number 2.
parmodify -p 2 -d 2/5

AUTHOR
parmodify  was developed by the Hewlett-Packard Company.
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SEE ALSO
fruled(1), parstatus(1), partition(1), frupower(1M), parcreate(1M), parremove(1M), parunlock(1M).
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NAME
parremove - remove an existing partition

SYNOPSIS
parremove -p  PartitionNumber [-F ] [-k s_lock:p_lock]

DESCRIPTION
The parremove command removes an existing partition. This will unassign all cells from the partition
and destroy the partition definition.

Options and Arguments
parremove recognizes the following command line options and arguments:

-p PartitionNumber
Specifies the partition to be removed.

PartitionNumber specifies the unique partition number (integer) assigned to the parti-
tion.

-F Forcibly remove the partition.
If the partition is inactive, the partition is removed.
If the partition is active and if it is the current partition, the partition is removed.

If the partition is active but is not the current partition, then the partition will not be
removed.

Note: The partition in which the command is executing is called the current partition.

-k s_lock:p_lock Specifies the lock keys provided by SAM for Stable Complex Configuration Data and
Partition Configuration Data.

The lock keys should always be specified in pairs. If any lock key is not available, -1
should be specified. For example: if the s_lock is available but the p_lock is not avail-
able, then it should be specified as -k s_lock:-1

Note: The -k option is not available to the command line user.

This command fails if a partition is booted/active. This means all the cells in the partition must be shut-
down for reconfiguration before using the parremove command. This warning does not apply if the parti-
tion being deleted is the current partition and the -F option has been specified.

Root permissions are required to run this command.
EXIT STATUS
The parremove utility exits with one of the following values:
0 Successful completion.
1 Error condition occurred.
EXAMPLES
Remove the partition whose partition number is 2.
parremove -p 2

AUTHOR
parremove was developed by the Hewlett-Packard Company.

SEE ALSO
fruled(1), parstatus(1), partition(1), frupower(1M), parcreate(1M), parmodify(1M), parunlock(1M).
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NAME
parunlock - unlock the Stable Complex Configuration Data or Partition Configuration Data

SYNOPSIS
parunlock  [-p PartitionNumber] [-S ]
parunlock -A

DESCRIPTION

The parunlock command unlocks the specified Partition Configuration Data or the Stable Complex
Configuration Data.

Options and Arguments
parunlock  recognizes the following command line options and arguments:

-p PartitionNumber
Unlock the Partition Configuration Data of the specified partition. PartitionNumber
specifies the unique partition number (integer) assigned to the partition.

-S Unlock the Stable Complex Configuration Data.

-A Unlock the Stable Complex Configuration Data and the Partition Configuration Data of all
the partitions in the complex.

This command should be used with caution. It should be used only when the system resources are locked
due to the abnormal termination of any partition command or other similar applications.

Root permission is required to run this command.
EXIT STATUS
The parunlock  utility exits with one of the following values:
0 Successful completion.
1 Error condition occurred.
EXAMPLES
Unlock the partition profile of the partition whose partition number is 2.
parunlock -p 2
Unlock the Stable Complex Configuration Data.

parunlock -s
Unlock the Stable Configuration Data and the Partition Configuration Data of all the partitions in the sys-
tem.
parunlock -A
AUTHOR

parunlock  was developed by the Hewlett-Packard Company.

SEE ALSO
fruled(1), frupower(1M), parcreate(1M), parmodify(1M), parremove(1M), parstatus(l), partition(1).
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NAME
pcnfsd - PC-NFS authentication and print request server

SYNOPSIS
lusr/shin/rpc.pcnfsd

DESCRIPTION
pcnfsd is an RPC server that supports ONC clients on PC (DOS, 0S/2, Macintosh, and other) systems.
This describes version two of the pcnfsd  server.

pcnfsd can be started from the /shin/init.d/nfs.server startup script by setting the
PCNFS_SERVERariable to 1 in /etc/rc.config.d/nfsconf , or from the inetd daemon (see
inetd(1M)). It reads the configuration file /etc/pcnfsd.conf , if present, and services RPC requests

directed to program number 150001. The pcnfsd daemon now supports version 1 and version 2 of the
PCNFSD protocol.

The requests serviced by pcnfsd fall into three categories: authentication, printing, and other. Only the
authentication and printing categories have administrative significance.

Authentication
When pcnfsd  receives a PCNFSD_AUTHr PCNFSD2_AUTHequest, it will "log in" the user by validat-
ing the user name and password, returning the corresponding user ID, group IDs, home directory, and
umask. It will also append a record to the wtmp data base (see wtmp(4)). If you do not want PC "logins"
recorded in this way, add a line to the /etc/pcnfsd.conf file in the form:

wtmp off

By default, pcnfsd  will only allow authentication or print requests for users with user IDs in the range
101 to 60002 (this corresponds, in SVR4, to the range for nonsystem accounts). To override this, add a line
to the /etc/penfsd.conf file in the form:

uidrange range [, range]...
where each range is a user ID number in the form

uid
or an inclusive range of user ID numbers in the form
uid- uid
NOTE: pcnfsd will deny authentication if the /etc/shells file is incorrectly setup. p
Printing

pcnfsd  supports a printing model that uses NFS to transfer print data from the client to the server. The
client system issues a PCNFSD_PR_INIT or PCNFSD2_PR_INIT request, and the server returns the
path to a spool directory that is exported by NFS for use by the client. pcnfsd creates a subdirectory for

each client. By default, the parent directory is /var/spool/pcnfs , and the name of each subdirectory
is the same as its client's host name. To use a different parent directory, add a line to the
/etc/penfsd.conf file in the form:

spooldir  path

Once a client has mounted the spool directory using NFS, and transferred print data to a file in that direc-
tory, it will issue a PCNFSD_PR_STARDr PCNFSD2_PR_STARTequest. pcnfsd handles most
print-related requests by constructing a command based on the printing services of the server's operating
system, and executing that command using the identity of the PC user. Because this involves set-user-1D
privileges, pcnfsd must be run as root

Every print request from a client includes the name of the printer to be used. This name corresponds to a
printer that has been configured into the line printer spooling system using the [padmin  command.

To process print data in a special way (for example, to print it in landscape mode, or to print it in duplex
mode), define a new printer and arrange for the client to print to that printer. There are two ways to
define the new printer:

+ You can add a new printer to the line printer spooling system that uses a different printer model
script, and arrange for the client to use the new printer. Do this using the I[padmin  command
(see Ipadmin(1M)).
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« pcnfsd includes a mechanism to define virtual printers known only to pcnfsd clients. Each of
these printers is defined by an entry in the file /etc/pcnfsd.conf using the following format:

printer name alias-for command
with the following values:

name The name of the printer, as it will be referred to in print requests from
clients.
alias-for The corresponding name for the printer, as it is defined in the line printer

spooling system. For example, a request to display the queue for name will
be translated into the corresponding request for the printer alias-for. If you
have defined a printer within pcnfsd that has no corresponding printer
defined in the line printer spooling system, use a single hyphen (- ) for this
field. For an example, see the definition of the printer test in the examples
section, below.

command A command that will be executed whenever a file is printed on name. This
command is executed by the POSIX shell, /usr/bin/sh using the -c
option. For complex operations, construct an executable shell program and
execute that in command.

Within command the following tokens will be replaced:
Token Substitution

$FILE Replaced by the full path name of the print data file. When
the command has been executed, the file will be unlinked.

$USER Replaced by the user name of the user logged in to the client
system.

$HOST Replaced by the host name of the client system.

Reconfiguration
By checking the modification time (and contents) of the file /var/spool/lp/pstatus , penfsd  will
detect when printers have been added or deleted, and will rebuild its list of valid printers. However,
pcnfsd  does not monitor the file /etc/pcnfsd.conf for updates; if you change this file, you must kill
and restart pcnfsd  for the changes to take effect.

EXAMPLES
Given the following entries for the file /etc/pcnfsd.conf:

printer abc Ij Ip -dlj -oraw
printer test - /usr/bin/cp $FILE lusr/tmp/$HOST-$USER

If a user on a client system prints a job on printer abc, the request will be sent to destination |j in raw
mode.

If the client requests a list of the print queue for printer abc, the pcnfsd  daemon will translate this into
a request for a listing for printer |j

Printer test is used only for testing. Any file sent to this printer will be copied into the directory
lusrtmp . Any request to list the queue, check the status, etc., of printer test  will be rejected because
alias-for has been specified as a hyphen (- ).

FILES
/etc/penfsd.conf
letc/rc.config.d/nfsconf
Ivar/spool/lp/pstatus
Ivar/spool/pcnfs
letc/shells

SEE ALSO
Ip(1), Ipstat(1), inetd(1M), Ipadmin(1M), wtmp(4).
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NAME
pcserver - Basic Serial and HP AdvanceLink server

SYNOPSIS
pcserver  [-n] [-| [log_file]] [V ]

DESCRIPTION
pcserver is the hostside server program for Basic Serial and AdvanceLink, and is started and ter-
minated by an application program running on a PC.

pcserver  supports both the Basic Serial and the AdvanceLink protocols.

Basic Serial offers a library of routines that support a variety of services between a PC and a serially con-
nected host computer, including file transfers and remote interprocess communications.

AdvanceLink is a terminal emulation program that also supports file transfers between a PC and host sys-
tem over various physical connections.

Options
The following options are recognized by pcserver:

-I [logfile] This option is now obsolete, but is retained for compatibility with earlier versions of
software. Logging is now controlled by the presence or absence of the server.pro file as
described in NOTES, below. Enables packet logging and records pcserver messages
to a specified log file (for debugging). If logfile is not specified, the file s-log is used in
the default logging directory, as defined in the server.pro file. pcserver looks for
a local version of server.pro in the user's home directory. If none is found, it will look for

a system-wide version as /var/adm/server.pro or /usr/adm/server.pro CIf
the logdfile exists, logging is appended to it. If the file does not exist, logging is dis-
abled.

-n Informs pcserver that a "netmode" for data encryption should be used during special

operations (for example, a netmode is needed to mask device control characters when a
PAD is being used). The details of the netmode are then negotiated between the
pcserver and the PC application. For a more comprehensive discussion on netmode,
see Using Basic Serial Connection Files.

-V Causes pcserver to print its version number to standard output and quit.

pcserver is designed to be invoked by a PC application program rather than from the command line. In
order for the connection to be correctly established, the PC and host port must be properly configured.

If you are using pcserver to manage a session between a PC and a hostside application (via Basic
Serial), you may need to use a Basic Serial connection file to actually log in to your account. Establishing
connections using Basic Serial connection files is a sensitive operation. Before attempting to use them, you
should read the manual Using Basic Serial Connection Files.

If you are using pcserver to transfer files between a PC and a host machine via Advancelink, use the
following AdvanceLink commands:

&HOSTCOPY"pcserver"
&TERMINATOR "$"

If your prompt does not end with $, replace the $ in the terminator command with the last character in
your normal prompt.

To permanently configure AdvanceLink for the HP-UX version of pcserver |, refer to the Using AdvancelL-
ink manual for more information.

NOTES
Packet logging is controlled by the presence or absence of the file server.pro

pcserver  looks for a local version of server.pro in the user’'s home directory. If none is found, it will
look for a system-wide version as /var/adm/server.pro or /usr/adm/server.pro

If no logging file is found in these directories, logging is not performed. A commented example of a
server.pro may be found in  /usr/newconfig/var/adm/server.pro.ex or
/usr/fadm/server.pro.ex . To make use of this file, copy it to the active file name, server.pro
in one of the previously mentioned directory locations.
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If your screen displays a Command not found message when you choose START TRANSFER from
AdvLink, either pcserver has not yet been installed on your HP-UX system, or it has been installed in a
directory that is not part of your current path.

HP-UX treats files containing binary or ASCII data identically. Therefore it is up to the user to specify the
desired file type when using pcserver  to transfer files with Advancelink. The difference between the
two is that during ASCII transfers, pcserver maps HP-UX line-feed characters to the MS-DOS
carriage-return/line-feed pair. This produces incorrect results when transferring a binary file as an ASCII
file.

Also, older versions of AdvanceLink show totally inaccurate estimates for file transfer times. This does not
interfere with the actual transfer.

If the PC is reset while a transfer is taking place, it may temporarily appear to be a "dead" terminal port.
This is no cause for alarm; left to its own devices, pcserver  will restore the port in a short time. In the
worst case, it could take six timeout periods (6x20 = 120 seconds). For faster response, press the Break
key a few times to terminate pcserver immediately.

FILES
lusr/bin/pcserver the executable program
Ivar/fadm/server.pro system-wide logging profile
/usr/fadm/server.pro system-wide logging profile
$HOME/server.pro local logging profile
/usr/newconfig/var/adm/server.pro.ex commented inactive example of server.pro
/usr/fadm/server.pro.ex commented inactive example of server.pro
SEE ALSO
Using AdvancelLink Describes protocol and how to use AdvanceLink.

Using Basic Serial Connection Files Describes Basic Serial and how connection files should be used.
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NAME
pdc - processor-dependent code (firmware)

DESCRIPTION
pdc is the firmware that implements all processor-dependent functionality, including initialization and self-
test of the processor. Upon completion, it loads and transfers control to the initial system loader (isl(1M)).
Firmware behavior varies somewhat, depending on the hardware series as described below.

Series 800 Behavior

To load isl from an external medium, pdc must know the particular device on which isl resides. Typically
the device is identified by the Primary Boot Path that is maintained by pdc in Stable Storage. A path
specification is a series of decimal numbers each suffixed by /', indicating bus converters, followed by a
series of decimal numbers separated by ', indicating the various card and slot numbers and addresses. The
first number, not specifying a bus converter, is the MID-BUS module number (that is, slot number times
four) and followed by the CIO slot number. If the CIO slot contains a terminal card, the next number is the
port number, which must be zero for the console.

When the processor is reset after initialization and self-test complete, pdc reads the Console Path from
Stable Storage, and attempts to initialize the console device. If the initialization fails, pdc attempts to find
and initialize a console device. Algorithms used to find a console device are model-dependent. pdc then
announces the Primary Boot, Alternate Boot, and Console Paths.

If autoboot (see isl(1M)) is enabled, pdc provides a 10-second delay, during which time the operator can
override the autoboot sequence by typing any character on the console. If the operator does not interrupt
this process, pdc initializes and reads isl from the Primary Boot Path. On models that support autosearch,
if this path is not valid and autosearch (see isl(1M)) is enabled, pdc then searches through the MID-BUS
modules and CI10 slots to find a bootable medium. Currently, autosearch is only implemented on the model
825.

If the autoboot sequence is unsuccessful, overridden by the operator, or not enabled in the first place, pdc
interactively prompts the operator for the Boot Path to use. Any required path components that are not
supplied default to zero.

The Primary Boot, Alternate Boot, and Console Paths as well as autoboot and autosearch enable can be
modified via isl.

Series 700 Behavior
To load isl from an external medium, pdc must know the particular device on which isl resides. Typically
the device is identified by the Primary Boot Path that is maintained by pdc in Stable Storage. A path p
specification is an 1/0 subsystem mnemonic that varies according to hardware model.

When the processor is reset after initialization and self-test complete, pdc reads the Console Path from
Stable Storage, and attempts to initialize the console device. If the initialization fails, pdc attempts to find
and initialize a console device. Algorithms used to find a console device vary according to hardware model.

If autoboot and autosearch (see isl(1M)) are enabled, pdc waits for approximately 10 seconds during which
time the operator can override the autoboot sequence pressing and holding the ESC (escape) key on the con-
sole.

The system then begins a search for potentially bootable devices. If allowed to complete, a list of poten-
tially bootable devices is displayed, labeled with abbreviated path identifiers (PO, P1, etc). A simple menu is
then displayed where the user can:

* Boot a specific device, using the abbreviated path identifier, or the full mnemonic.

e Start a device search where the contents are searched for IPL images (note the first search only
identified devices and did not check the contents).

» Enter the boot administration level.
« Exit the menu and return to autobooting
e Get help on choices

The search of potentially bootable devices can be aborted by pressing and holding the escape key. The
search for device contents can also be aborted by pressing and holding the escape key.

If the operator does not interrupt the search process, pdc initializes and reads isl from the Primary Boot
Path.
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If the autoboot sequence is unsuccessful, overridden by the operator, or not enabled in the first place, pdc
executes the device search and enters the menu described above.

The Primary Boot, Alternate Boot, and Console Paths as well as autoboot and autosearch enable can be
modified via isl or at the pdc boot administration level.

SEE ALSO
boot(1M), isl(IM).

Section 1M-630 HP-UX Release 11i: December 2000



pddcesetup (1M) pddcesetup (1M)
(TO BE OBSOLETED)

NAME
pddcesetup - configure DCE for the HPDPS

SYNOPSIS
pddcesetup [force ]

DESCRIPTION
The pddcesetup command is used to configure DCE information for the HP Distributed Print Service
(HPDPS).

pddcesetup  must be run on each HP-UX host in your DCE cell that will execute the HPDPS in the
Extended Environment. If a host will run the HPDPS in the Basic Environment only, not in the Extended
Environment, then execution of pddcesetup is not needed on that host. If you do not intend to execute
the HPDPS in a DCE cell, or do not wish to use DCE services in conjunction with the HPDPS, then each
host must execute the HPDPS in the Basic Environment, and execution of pddcesetup is not needed on
any of the hosts in your network. pddcesetup must be executed once on each host in your DCE cell that
will execute an HPDPS client daemon, spooler, or supervisor in the Extended Environment.
pddcesetup must be executed before starting any of these HPDPS components on that host.

The first time that pddcesetup executes in your DCE cell, it will prompt for and create various DCE
security identities and CDS namespace entries that are then configured for the entire cell. On subsequent
executions of pddcesetup , only local information needed by the local host is configured; the DCE secu-
rity identities and CDS namespace entries have already been created for the cell.

If the parameter force s given, then pddcesetup  will give you the option to fully recreate security
identities and CDS directories. This option is useful if DCE has been only partially configured, or if
configuration is accidentally removed after creation. If the force parameter is not given, then
pddcesetup  quickly checks to see if it appears the DCE information has already been configured, and if
so, pddcesetup  does not attempt to configure any of this information.

The host on which pddcesetup is executed must already be configured as a DCE client or server, using

DCE command-line utilities or the SAM program. You must also be DCE logged in using an account with

sufficient administrator privileges to modify DCE security and namespace information. The DCE login of

thtTl ce(ljl administrator for your cell is normally used for this purpose (the default DCE login name is -
cell_admin ).

The HPDPS DCE information created by pddcesetup is:

e Accounts adm_user and pd_server.
e Principals adm_user and pd_server. p
e Groups pd_admin and pd_operator.
e CDS namespace directories and links.
» Initial Access Control List entries.
e Local key table entries for principal pd_server.

EXAMPLES

An example execution follows. This example illustrates the execution of pddcesetup for the first time in a
DCE cell.

# pddcesetup
Checking whether your host is configured in a DCE cell

Verifying your DCE login.
You are DCE logged in as <your login>.

Checking whether HPDPS security identities have already been configured
in your cell.

DCE security identities needed for the HPDPS have not yet been
configured in your DCE cell. The security identities that must be
configured are:

Accounts adm_user and pd_server
Principals adm_user and pd_server
Groups pd_admin and pd_operator
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Are you ready to configure these identities now (y/n)? y

The new groups and accounts about to be created must be members of a DCE
"organization”. You may use an existing organization if you have
already defined one.

Do you wish to create a new DCE organization (y/n)? y
Please enter the name of the new organization: <organization name>

Creating organization <organization name>.
Creating group pd_admin.

Creating group pd_operator.

Creating principal pd_server.

Creating principal adm_user.

Adding new principals to groups and organizations.

pddcesetup is ready to create DCE accounts pd_server and adm_user.

To accomplish this, you must enter the password for the DCE account under
which you are currently logged in. If not entered correctly, an attempt

to create the new accounts will generate the error message "data

integrity error".

Please enter the password for your current DCE login account: <password>

Please choose a unique password for new account adm_user.
This account will be used by HPDPS administrators.

Please enter the password for account adm_user: <password>
Please re-enter the password for account adm_user: <password>

Creating account adm_user.

Please choose a unique password for the pd_server account.
This password is used by the HPDPS client daemon, spooler, and
supervisor to automatically DCE login to account pd_server.

Please enter the password for account pd_server: <password>
Please re-enter the password for account pd_server: <password>

Creating account pd_server.
Creating HPDPS directories and links in the DCE CDS namespace.
Creating initial HPDPS Access Control List entries.
Adding entry for pd_server to the local key table.
pddcesetup: DCE setup is complete.
SEE ALSO
dce_config(1M), dce_login(1M).
HP Distributed Print Service Administration Guide
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NAME
pdfck - compare Product Description File to File System

SYNOPSIS
pdfck [-n ] [-r alternate_root] PDF

DESCRIPTION
pdfck is a program that compares the file descriptions in a PDF (Product Description File) to the actual
files on the file system. It is intended as a tool to audit the file system and detect corruption and/or tamper-
ing. Differences found are reported in the format described in the pdfdiff(1M) manual entry. (Size growth
(-p option) is not reported.) For a detailed explanation of the PDF fields see pdf(4). The command

pdfck -r /pseudoroot /system/AL_CORE/pdf
is roughly equivalent to
mkpdf -r /pseudoroot /system/ AL_COR#pdf - | \

pdfdiff /system/ AL_CORHEpdf -

Options
pdfck recognizes the following options:
-n Compare numerical representation of user id uid and group id gid of each file,
instead of the usual text representation. If owner or group is recorded in the
PDF as a name, look the name up in the /etc/passwd  or /etc/group file,
respectively, to find the id number.

-I alternate_root alternate_root is a string that is prefixed to each pathname in the prototype
when the filesystem is being searched for that file. Default is NULL.
EXAMPLES
The following output indicates tampering with /usr/bin/cat
lusr/bin/cat: mode(-r-xr-xr-x -> -r-sr-xr-x)(became suid), size(27724 -> 10345),
checksum(1665 -> 398)

WARNING
Use of PDFs is discouraged since this functionality is obsolete and is being replaced with Software Distribu-
tor (see sd(4)).

FILES
[system/ fileset_name/pdf Product Description File of fileset called fileset_name.

SEE ALSO
mkpdf(1M), pdfdiff(1M), pdf(4).
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NAME
pdfdiff - compare two Product Description Files

SYNOPSIS
pdfdiff [-n] [-p percent] pdfl pdf2

DESCRIPTION
pdfdiff is a program that compares two PDFs (Product Description Files). The PDFs can be generated
using the mkpdf command (see mkpdf(1M)). Individual fields in the PDFs are compared, and differences
found in these fields are reported. For a detailed explanation of the PDF fields see pdf(4).

The report format is:
pathname: diff_field[(details) ][ ,...]

diff_field is one of the field names specified in pdf(4). The format of details is “oldvalue —> newvalue” and
may include an additional “(added description)”.

A summary of total product growth in bytes, DEV_BSIZE disk blocks, and the percentage change in disk
blocks is reported. This summary includes growth of all files, including those for which growth did not
exceed the threshhold percent. Format of the growth summary is:

Growth: x bytes, y blocks (z2%)

Options
pdfdiff recognizes the following options:

-n Compare numerical representation of user ID uid and group ID gid of each file, instead
of the usual text representation. If owner or group is recorded in the PDF as a name,
look the name up in the /etc/passwd or /etc/group file, respectively, to find
the ID number.

-p percent specifies a threshhold percentage for file growth. Files having a net size change
greater than or equal to this percentage are reported. A decrease in size is reported
as a negative number. If -p is not specified, a default value of zero percent is used.

EXAMPLES
The following output results when the /usr/bin/cat entry in the example from pdf(4) is different in
the compared PDF:

lusr/bin/cat: mode(-r-xr-xr-x -> -r-sr-xr-x)(became suid), size(27724 -> 10345),
checksum(1665 -> 398)
Growth: -17379 bytes, -17 blocks (-4%)

WARNING
Use of PDFs is discouraged since this functionality is obsolete and is being replaced with Software Distribu-
tor (see sd(4)).

FILES
/system/ fileset_name/pdf

SEE ALSO
mkpdf(1M), pdfck(1M), pdf(4).
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NAME
pdgwcfg - configures HPDPS gateway printers in a Basic environment

SYNOPSIS
pdgwcfg  [-a]-m] [-h] [-p] [-V]

DESCRIPTION
The pdgwcfg utility simplifies the configuration of HPDPS gateway printers in a Basic (non-DCE
Extended) environment by reading an administrator-supplied configuration file /etc/pdgwcfg.conf
(see pdgwcfg.conf(4)). It creates-enables and/or deletes gateway printers as appropriate. Gateway printers
are similar to "remote printers" provided by the LP spooler, allowing access to a printer in a foreign (DCE
Extended or Basic) environment.

You must have super-user privileges to invoke the utility. The default behavior of the utility will not

modify any previously-created gateway printers listed in /etc/pdgwcfg.conf . Any new entries will be
created and any gateway printers not listed will be deleted.
All output is sent to $PDBASE/pdgwcfg/error.log (or /var/opt/pd/pdgwcfg/error.log by

default). Previous error logs are retained in separate files in this directory for reference and, if used exten-
sively, the directory may need to be cleaned-up periodically. If a severe error is encountered that causes a
premature abort, an error message is also sent to stderr.

Options
pdgwcfg uses the following options:

-a Retain all previously-created gateway printers, even if they are no longer listed in
/etc/pdgwecfg.conf . No gateway printers will be deleted. The administrator must manually
remove any unwanted gateway printers.

-m Retain any manually-created gateway printers. These would not contain the text PDGWCFG-
MARKERN the descriptor attribute which is placed there by the pdgwcfg utility when it creates a
gateway printer. This option is intended for scenarios where /etc/pdgwcfg.conf is not used
exclusively for gateway printer configuration (e.g. a local sysadmin also creates gateway printers
without the utility).

-h  Provides invocation syntax help.

-p  Preview mode. No changes to the gateway configuration will actually be made. For best results, the
local HPDPS system should be running so that the utility can query the system to determine which
gateway printers, if any, would be created/deleted.

-V Verbose mode. Provides more extensive output in the error.log

RETURN VALUE
pdgwcfg exits with one of the following values:

0 Successful completion.
1 Failure.

EXTERNAL INFLUENCES
Environment Variables
PATHneeds to include at a minimum /usr/bin:/opt/pd/bin

PDBASEaffects the location of the error.log

EXAMPLES
If it is desirable to have a single configuration file distributed across multiple systems, there are various
ways to distribute the configuration file and have the utility invoked to configure a system (e.g.
swinstall(1M), rdist(1), etc.). Each method should be weighed against the administration and security con-
cerns of your particular environment.

The below is just an example using rdist(1) and is not intended to be a recommendation.

# sample distfile for use with rdist

# copies /etc/pdgwcfg.conf and invokes the pdgwcfg utility
# invoke as ’rdist -b -h -f distfile’

HOSTS = ( host7 host8 )
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FILES = ( /etc/pdgwcfg.conf )
${FILES} > ${HOSTS}
install ;
special  /etc/pdgwcfg.conf \
" PATH=/usr/bin:/opt/pd/bin;pdgwcfg" ;

To update the configuration on host8 only, one would invoke:
rdist -b -h -f distfle -m host8
WARNINGS

By default, any gateway printer not listed in /etc/pdgwcfg.conf

not check for entry modifications in /etc/pdgwcfg.conf
accomplish modifications.

pdgwcfg(1M)

will be removed. pdgwcfg does

. See pdgwcfg.conf(4) for possible ways to

If the descriptor attribute is modified, then the -m option will not consider these gateway printers as can-
didates for deletion because it overrides the PDGWCFG-MARKERarker that pdgwcfg would have

placed in that attribute.

AUTHOR
pdgwcfg was developed by HP.

SEE ALSO

pdgwcfg.conf(4), pdcreate(l), and the HP Distributed Print Service Administration Guide (re: gateway

printers).
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NAME
pdstartclient - start the HPDPS client daemon

SYNOPSIS
pdstartclient [-] locale] [-p port] [-q ]
DESCRIPTION
The pdstartclient utility is issued by an administrator to start the HPDPS client daemon.
Options
The pdstartclient utility uses the following flag:
-l locale  Allows you to specify the locale for HPDPS messages in a specific language.

-p port Allows you to specify the port number when starting a HPDPS client in a locale other than the
default locale. The port number you assign must not conflict with port numbers in use by
other processes. The file /etc/services lists the port numbers reserved by other
processes.

-q Allows you to query the status whether the daemon is running or not running without starting
the daemon.

EXAMPLES
Start a Daemon
To start the daemon, enter the following:

pdstartclient
Start a Daemon in a Different Locale
To start the daemon in a Japanese locale and assign port number 1411, enter the following:
pdstartclient -l ja_JP.SJIS -p 1411
Query the Status of a Daemon
To query the status of a daemon, enter the following:
pdstartclient -q; echo $?
If the daemon is running, you will receive the following message:
The HPDPS daemon is already  running
0

If the daemon is not running, you will receive a 1.

To query the status of a daemon running in locale ja_JP.SJIS , enter the following:
pdstartclient -q -I ja_JP.SJIS

To query the status of a daemon running on port 1411, enter the following:
pdstartclient -q -p 1411

SEE ALSO
pdstopd(1M), pdstartspl(1M), pdstartsuv(1M).
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NAME
pdstartspl - create or restart an HPDPS spooler

SYNOPSIS
pdstartspl [-F ] ServerName

DESCRIPTION
The pdstartspl utility is issued by an administrator to create or restart a spooler. A spooler represents
the server that manages the validation, routing, and scheduling of jobs. A spooler contains logical printers
and queues.

You can restart a spooler after it is terminated by issuing this same utility.
When you create or restart a spooler, you must specify its name.

Options
The pdstartspl utility uses the following flag:

-F  Bypasses (does not display) prompts; force creation of a new spooler

Arguments
The argument value identifies the specific object to which the utility applies.
The valid argument value for the pdstartspl utility is:
ServerName

Assigns a name to a new spooler or specifies the name of the spooler to restart.

EXAMPLES
Create or Restart a Spooler
To create or restart a spooler, spooll , enter the command:

pdstartspl spooll

SEE ALSO
pdstartclient(1M), pdstartsuv(1M), pdshutdown(1).
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NAME
pdstartsuv - create or restart an HPDPS supervisor

SYNOPSIS
pdstartsuv [-F ] ServerName

DESCRIPTION
The pdstartsuv utility is issued by an administrator to create or restart a supervisor. A supervisor
receives jobs from a spooler and manages the printing process. A single supervisor may contain many phy-

sical printers. The supervisor may be started on a different HP-UX processor from the spooler, but it must
be able to communicate with its printer devices.

If the supervisor already exists but is shut down, the pdstartsuv utility restarts it.
Options

The pdstartsuv utility uses the following flag:

-F  Bypasses (does not display) prompts; force creation of a new supervisor.
Arguments

The argument value identifies the specific object to which the utility applies.

The valid argument value for the pdstartsuv utility is:

ServerName

Assigns a name to a new supervisor or specifies the name of the supervisor to restart.

EXAMPLES
Create or Restart a Supervisor
To create or restart a supervisor, superl , enter the command:

pdstartsuv superl

SEE ALSO
pdstartclient(1M), pdstartspl(1M), pdshutdown(1).
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NAME
pdstopd - stop the HPDPS client daemon

SYNOPSIS
pdstopd

DESCRIPTION
The pdstopd utility is issued by an administrator to stop the HPDPS client daemon.

EXAMPLES
Stopping a Daemon
To stop the daemon, enter the command:

pdstopd
To stop the daemon running in a specific locale, such as ja_JP.SJIS  enter the following:

export LC_ALL=ja_JP.SJIS
pdstopd
export LC_ALL=

SEE ALSO
pdstartclient(1M), pdstartspl(1M), pdstartsuv(1M).
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NAME
pfs_exportfs - export and unexport directories to PFS clients

SYNOPSIS
lusr/shin/pfs_exportfs [ -a -u -v ][ pathname ]

DESCRIPTION
pfs_exportfs makes a local directory or filename available for mounting over the network by PFS
clients. It is recommended that a command to invoke pfs_exportfs at boot time be added to rc(1M).
pfs_exportfs uses information contained in the /etc/pfs_exports file to export pathname (which
must be specified as a full pathname). The superuser can run pfs_exportfs at any time to alter the list

or characteristics of exported directories and filenames. Directories and files that are currently exported
are listed in the file /etc/pfs_xtab

With no options or arguments, pfs_exportfs prints out the list of directories and filenames currently
exported.

Options
-a  All. Export all pathnames listed in /etc/pfs_exports , or if -u is specified, unexport all of the

currently exported pathnames.
-U  Unexport the indicated pathnames.
-V Verbose. Print each directory or filename as it is exported or unexported.

AUTHOR
psf_exportfs was developed by Young Minds, Inc.
FILES
letc/pfs_exports static export information
letc/pfs_xtab current state of exported pathnames
SEE ALSO

pfs_exports(5).
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NAME
pfs_mount, pfs_umount - mount and unmount CD-ROM file systems

SYNOPSIS
pfs_mount [-v -a ]

pfs_ mount [-v -a -f-n ][ -t type][-x xlat ] [ -0 options ] filesystem directory
pfs_mount [-v -a -f-n ][ -x xlat ] [ -0 options ] filesystem | directory
pfs_umount [ -v -a -c ] filesystem | directory

DESCRIPTION
pfs_mount attaches a named filesystem to the file system hierarchy at the pathname location directory,
which must already exist. If directory has any contents prior to the pfs_mount operation, these remain
hidden until the filesystem is once again unmounted. If filesystem is of the form host: pathname, it is
assumed to be a remote file system.

In the case of a local mount, pfs_mount probes the specified character device to determine the
file system type. It then contacts the local pfs_mountd.rpc program to register the specified directory
as a valid mounted file system. pfs_mountd.rpc will reply with the address of the pfsd.rpc  who
will be handling all requests for files on that directory.

Remote mounts are very similar, except that both the local and remote mount daemons will be contacted.
The remote mount daemon will supply the PFS server address, and the local mount daemon will be con-
tacted to register the mount.

pfs_umount unmounts a currently mounted PFS file system, which can be specified as either a directory
or a filesystem.

pfs_umount contacts the local mount daemon to determine what actions should be taken to perform the
unmount. If the file system was originally remotely mounted, the remote mount daemon is informed of the
unmount, and the file system is unmounted. Otherwise, it is simply unmounted.

pfs_mount and pfs_umount maintain a table of mounted file systems in /etc/pfs_mtab , described
in pfs_fstab(5). If invoked without an argument, pfs_mount displays the contents of this table. If
invoked with either a filesystem or a directory only, pfs_mount searches the file /etc/pfs_fstab

for a matching entry, and mounts the file system indicated in that entry on the indicated directory.

If a user unmounts a PFS file system with the umount program, or interrupts the pfs_umount pro-
gram before it has completed processing, the PFS daemons may leave the mount device open after the file
system is no longer accessible. To clear these problems, use the -c flag for pfs_umount

PFS expects a character device to be used for mounts, not a block device. Use of a block device
with PFS is not supported.

pfs_mount Options

-V Verbose. Display a message indicating each file system being mounted.
-a All. Mount all file systems described in the /etc/pfs_fstab file.
-f Fake an /etc/mnttab entry, but do not actually mount any file systems. Note: This
option has no effect on HP-UX 10.30 or later.
-n Mount the file system without making an entry in /etc/mnttab . Note: This option has no
effect on HP-UX 10.30 or later.
-X xlat Filename translation options. Any combination can be specified, although some combinations
do not make sense (i.e. dot_version and no_version ).
no_version will suppress the printing of the version number (and semicolon) at the end
of 1SO 9660 and High Sierra filenames.
dot_version replaces the version number (and semicolon) with a period followed by the
version number.
lower_case Converts upper to lower case on all file (and directory) names.
unix Shorthand for no_version  and lower_case
-t type Force the CD-ROM to be mounted as the specified type, if possible. Accepted types are:
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509660 will cause the mount program to attempt to mount the CD-ROM image using
the 1SO 9660 specifications. If the CD image is not 1SO 9660 compatible, the
mount fails. Note that if the CD image is also Rock Ridge compliant, and the
-t is09660 option is not specified, the CD-ROM image will be mounted
with Rock Ridge extensions enabled.

hsfs will cause the mount program to attempt to mount the CD-ROM image using
the High Sierra specifications. If the CD image is not hsfs compatible, the
mount fails.

rrip will cause the mount program to attempt to mount the CD-ROM image using

the Rock Ridge Interchange specifications. If the CD image is not RRIP com-
patible, the mount fails. Note, that if the CD-ROM image supports the Rock
Ridge Interchange Protocol, and the CD-ROM image is mounted with rrip
the translation options are suppressed.

Note that these get entered into the /etc/pfs_mtab and /etc/pfs_fstab with a
pfs- preceding the type.

-0 options  Specify file system options as a list of comma-separated words from the list below.
options valid on all file systems:

ro Even if not specified, the read-only option is implied.

suid | nosuid  SetUID execution allowed or disallowed.

bg | fg If the first attempt fails, retry in the background, or, in the foreground.

retry= n The number of times to retry the mount operation.

rsize= n Set the read buffer size to n bytes.

timeo= n Set the PFS timeout to n tenths of a second.

retrans= n The number of PFS retransmissions.

soft | hard Return an error if the server does not respond, or continue the retry
request until the server responds.

intr Allow keyboard interrupts on hard mounts.

The defaults are:

suid,fg,retry=10000,timeo=7,rsize=2048,retrans=3,hard
options specific to iIS09660 and hsfs file systems:
xlat=xlat_flags

xlat_flags is a colon (;) separated list of translation options. Currently p
supported are no_version , dot_version , lower_case , and

unix . They allow you to perform the same translations options the -x

flag does. The -x flag remains for backward compatibility. It is sug-

gested that you use the xlat= option flag as they can be placed in the
letc/pfs_fstab file.

pfs_umount Options
-V Verbose. Display a message indicating each file system as it is unmounted.

-a  All. Unmount all PFS mounted file systems.

-C Close. Instruct the PFS daemons to close the given file system, but do not attempt to umount the file
system. This is useful when the file system has already been unmounted, but the PFS daemons still
have the source character device open.

pfs_mount CONFIGURATIONS
Background vs. Foreground
Filesystems mounted with the bg option indicate that pfs_mount is to retry in the background if the
server's mount daemon (see pfs_mountd(1M)) does not respond. pfs_mount retries the request up to the
count specified in the retry= n option. Once the file system is mounted, each PFS request made in the
kernel waits timeo= n tenths of a second for a response. If no response arrives, the time-out is multiplied
by 2 and the request is retransmitted. When the number of retransmissions has reached the number
specified in the retrans= n option, a file system mounted with the soft option returns an error on the
request; one mounted with the hard option prints a warning message and continues to retry the request.

Interrupting Processes With Pending PFS Requests
The intr  option allows keyboard interrupts to kill a process that is hung while waiting for a response on a
hard-mounted file system.
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Attributes Cache
The server’s attribute cache retains file attribute information on requests that have been made. This pro-
vides faster access to entries which have previously been decoded.

Lookup Cache
The Lookup Cache holds information about the sequential nature of the directory entries. This cache
stores the location of the next directory entry. When a request comes in for a directory entry, if the preced-
ing directory entry had been accessed earlier, this location is examined first to see if the directory entry
being requested matches the directory entry at that location.

Block Cache
This cache holds raw 8k blocks of recently accessed data.

EXAMPLES
To mount a CD-ROM disk:
pfs_mount /dev/rdsk/c0t6d0 /cd-rom

To mount a remote file system:

pfs_mount serv:/cd-rom /cd-rom
To fake an entry for is09660 on /cd-rom:
pfs_mount -f -t is09660 /dev/rdsk/c0t6d0 /cd-rom
To hard mount a remote file system:
pfs_mount -o hard serv:/cd-rom /cd-rom
AUTHOR
pfs_mount was developed by Young Minds, Inc.
FILES
/etc/mnttab table of mounted file systems
letc/pfs_fstab table of PFS file systems
letc/pfs_mtab table of mounted PFS file systems
SEE ALSO

pfs_fstab(5), pfs_mountd(1M), pfsd(1M).

BUGS
If the directory on which a file system is to be mounted is a symbolic link, the file system is mounted on the
directory to which the symbolic link refers, rather than being mounted on top of the symbolic link itself.

On Pioneer six disc changers (and perhaps other drives) if you mount the file system using the block device
driver, the Pioneer returns information to the driver indicating there is no data, causing the mount to fail.
Either mount the file system again (which will should succeed), or use the raw device driver.
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NAME
pfs_mountd, pfs_mountd.rpc - PFS mount request server

SYNOPSIS
lusr/etc/pfs_mountd

DESCRIPTION
This program is available with the Portable File System Package (PFS). pfs_mountd is an RPC server
that answers file system mount requests. In the case of remote mount requests, it reads the file
letc/pfs_xtab , described in pfs_exports(5), to determine which file systems are available for mounting
by which machines.

It is recommended that the pfs_mountd daemon be invoked by rc(1M). It must be invoked in the back-
ground.

The pfs mount daemon is composed of two programs: pfs_mountd and pfs_mountd.rpc . The
pfs_mountd.rpc program should not be run directly. It is invoked by the pfs_mountd program.

The mount daemon assigns servers to mounted file systems in a round-robin fashion. For example, if there
are four pfs daemons, and four pfs_mount 's are performed, each daemon will be serving a different
mount.

Options
-V Verbose. Show version number, etc.

AUTHOR
pfs_mountd was developed by Young Minds, Inc.

FILES
letc/pfs_xtab

SEE ALSO
pfs_exports(5), rc(1M).
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NAME
pfsd, pfsd.rpc - PFS daemon

SYNOPSIS
pfsd [nservers] [ -v ][ -0 options ]

DESCRIPTION
pfsd starts the daemons that handle client filesystem requests. nservers is the number of file system
server daemons to start. This number should be based on the load expected on this server. The load is
defined by the number of mounted file systems.

Mounts are distributed in a round-robin fashion to the pfsd daemons.
It is recommended that the pfsd daemon be invoked by rc(1M). It must be invoked in the background.
The PFSdaemon is composed of two programs: pfsd and pfsd.rpc . The pfsd.rpc  program should
not be run directly. It is invoked by the pfsd program.
Options
-V Verbose. Show version number, etc.
-0 options Specify filesystem options using a comma-separated list from the following:
acsize= n The number of entries to keep in the attribute cache (1390 bytes per entry).
bcsize= n The number of entries to keep in the block cache (8244 bytes per entry).
Icsize= n The number of entries to keep in the lookup cache (56 bytes per entry).
The defaults are: acsize=200,bcsize=25,Icsize=100
Attributes Cache

The server’s attribute cache retains file attribute information on requests that have been made. This pro-
vides faster access to entries which have previously been decoded.

Lookup Cache
The lookup cache holds information about the sequential nature of the directory entries. This cache stores
the location of the next directory entry. When a request comes in for a directory entry, if the preceding
directory entry had been accessed earlier, this location is examined first to see if the directory entry being
requested matches the directory entry at that location.

Block Cache
This cache holds raw 8k blocks of recently accessed data.

EXAMPLES
To start a pfs daemon with a 400 entry attribute cache:
pfsd -0 acsize=400 &
To start 4 pfs daemons with the default cache sizes:
pfsd 4 &
WARNINGS
It is not a good idea to have the cache sizes of the pfsd exceed the amount of physical memory (or actually

a small portion thereof). If the pfsd spends excessive amounts of time swapping to and from disk, the
benefits of the caching are diminished.

Specifying cache which consume more virtual memory than available will cause the daemon to die with a
virtual memory error.

AUTHOR
pfsd was developed by Young Minds, Inc.

SEE ALSO
pfs_mountd(1M).
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NAME
ping - send ICMP Echo Request packets to network host

SYNOPSIS
ping [-oprv ] [-i address] [t ttl] host [-n count]

ping [-oprv ] [-i address] [-t ttl] host packet-size [ [-n ] count]

DESCRIPTION
The ping command sends ICMP Echo Request (ECHO_REQUEST) packets to host once per second. Each
packet that is echoed back via an ICMP Echo Response packet is written to the standard output, including
round-trip time.

ICMP Echo Request datagrams ("pings") have an IP and ICMP header, followed by a struct timeval
(see gettimeofday(2)) and an arbitrary number of “pad” bytes used to fill out the packet. The default
datagram length is 64 bytes, but this can be changed by using the packet-size option.

Options
The following options and parameters are recognized by ping :

- address If host is a multicast address, send multicast datagrams from the interface with the local
IP address specified by address in “dot” notation (see inet(3N)). If the -i option is not
specified, multicast datagrams are sent from the default interface, which is determined
by the route configuration.

-0 Insert an IP Record Route option in outgoing packets, summarizing routes taken when
the command terminates.

It may not be possible to get the round-trip path if some hosts on the route taken do not
implement the IP Record Route option. A maximum of 9 Internet addresses can be
recorded due to the maximum length of the IP option area.

-p The new Path MTU information is displayed when a ICMP "Datagram Too Big" message
is received from a gateway. The -p option must be used in conjunction with a large pack-
etsize and with the -v option.

-r Bypass the normal routing tables and send directly to a host on an attached network. If
the host is not on a directly-connected network, an error is returned. This option can be
used to ping the local system through an interface that has no route through it, such as
after the interface was dropped by gated (see gated(1M)).

-ttt If host is a multicast address, set the time-to-live field in the multicast datagram to ttl.
This controls the scope of the multicast datagrams by specifying the maximum number of
external systems through which the datagram can be forwarded.

If ttl is zero, the datagram is restricted to the local system. If ttl is one, the datagram is
restricted to systems that have an interface on the network directly connected to the
interface specified by the -i option. If ttl is two, the datagram can forwarded through
at most one multicast router; and so forth. Range: zero to 255. The default value is 1.

-V Verbose output. Show ICMP packets other than Echo Responses that are received.

host Destination to which the ICMP Echo Requests are sent. host can be a hostname or an
Internet address. All symbolic names specified for host are looked up by using
gethostbyname() (see gethostent(3N)). If host is an Internet address, it must be in
"dot" notation (see inet(3N)).

If a system does not respond as expected, the route might be configured incorrectly on
the local or remote system or on an intermediate gateway, or there might be some other
network failure. Normally, host is the address assigned to a local or remote network
interface.

If host is a broadcast address, all systems that receive the broadcast should respond.
Normally, these are only systems that have a network interface on the same network as
the local interface sending the ICMP Echo Request.

If host is a multicast address, only systems that have joined the multicast group should
respond. These may be distant systems if the -t option is specified, and there is a mul-
ticast router on the network directly connected to the interface specified by the -I
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packet-size

count

ping(1M)

option.

The size of the transmitted packet, in bytes. By default (when packet-size is not
specified), the size of transmitted packets is 64 bytes. The minimum value allowed for
packet-size is 8 bytes, and the maximum is 4095 bytes. If packet-size is smaller than 16
bytes, there is not enough room for timing information. In that case, the round-trip
times are not displayed.

The number of packets ping will transmit before terminating. Range: zero to
2147483647. The default is zero, in which case ping sends packets until interrupted.

When using ping for fault isolation, first specify a local address for host to verify that the local network
interface is working correctly. Then specify host and gateway addresses further and further away to deter-
mine the point of failure. ping sends one datagram per second, and it normally writes one line of output
for every ICMP Echo Response that is received. No output is produced if there are no responses. If an
optional count is given, only the specified number of requests is sent. Round-trip times and packet loss
statistics are computed. When all responses have been received or the command times out (if the count
option is specified), or if the command is terminated with a SIGINT , a brief summary is displayed.

This command is intended for use in testing, managing and measuring network performance. It should be
used primarily to isolate network failures. Because of the load it could impose on the network, it is con-
sidered discourteous to use ping unnecessarily during normal operations or from automated scripts.

AUTHOR

ping was developed in the Public Domain.

FILES
/etc/hosts

SEE ALSO

gethostent(3N), inet(3N).
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NAME
power_onoff - timed, automatic system power on, and power off
SYNOPSIS
lusr/shin/power_onoff -n
lusr/shin/power_onoff time [date] [[next O +increment] time_designation]

DESCRIPTION
power_onoff instructs the UPS monitor (ups_mond ) to shut down the system, and optionally informs
the monitor when to power on the system again. The UPS monitor in turn instructs the uninterruptible
power source (UPS) when to turn the power off and on. The UPS monitor then proceeds to shut down the
system. The time to restart the system (power on) is specified with power_onoff ~ command-line argu-
ments.

Some UPS units limit the time that can elapse between the time the power is turned off and the time it is
turned back on. Please see your UPS documentation for information about limitations.

power_onoff  requires a UPS that is supported by the UPS monitor (see ups_mond(1M)).

Command Line Arguments
The power_onoff  command has two forms, and recognizes the following arguments:

-n No power on. Causes the system to be shutdown and not be powered back on.

time Can be specified as one, two, or four digits. One- and two-digit numbers represent hours; four
digits represent hours and minutes. time can also be specified as two numbers separated by a
colon (: ), single quote (' ), the letter "h" (h), a period (. ), or comma (, ). A suffix amor
pm can be appended. Otherwise a 24-hour clock time is understood. For example, 0815,
8:15 , 8'15 , 8h15, 8.15 , and 8,15 are read as 15 minutes after 8 in the morning. The
suffixes zulu and utc can be used to indicate Coordinated Universal Time. The special
names noon , midnight , now, and next are also recognized.

date Can be specified as either a day of the week (fully spelled out or abbreviated) or a date consist-
ing of a day, a month, and optionally a year. The day and year fields must be numeric, and the
month can be fully spelled out, abbreviated, or numeric. These three fields can be in any
order, and be separated by punctuation marks such as slash (/ ), hyphen (- ), period (. ), or
comma (, ). The years 00-68 would be interpreted as 2000-2068 and 69-99 would be 1969-
1999. Two special “days’, today and tomorrow , are also recognized. If no date is given,
today is assumed if the given time is greater than the current time; tomorrow is assumed
if it is less. If the given month is less than the current month (and no year is given), next year

is assumed.
next If followed by a time_designation of minutes , hours , days , weeks, months , or years ,
or lets the user startup the system when the specified time_designation has elapsed. A numerical

+increment operator, +increment, enables the user to schedule the startup several hours, days, weeks,
months, or years in advance (see EXAMPLES). Using the argument next is equivalent to
using an increment of +1. Both plural and singular forms of time_designation are accepted.

EXTERNAL INFLUENCES
International Code Set Support
Single- and multi-byte character code sets are supported.

RETURN VALUE
Exit code 0 is returned upon successful completion, otherwise non 0 is returned.

DIAGNOSTICS
power_onoff issues diagnostic messages when it encounters syntax errors and out-of-range times.

EXAMPLES
To startup the system at 5:00 am next Tuesday, use
power_onoff 5am Tuesday next week

To startup the system at 5:30 am tomorrow, use
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power_onoff 5:30 tomorrow

To make your system startup each weekday at 7:30 am and shutdown at 5:30 pm each week day, use
crontab  to execute the first entry on Monday through Thursday and the second entry on Friday (see
crontab(1)).

power_onoff 7:30 tomorrow
power_onoff 7:30 Monday

To startup the system at 8:15 on January 24, use
power_onoff 0815 Jan 24

To startup the system at 5:15 on January 24, use
power_onoff 5:15 Jan 24

To startup the system at 9:30 tomorrow, use
power_onoff 9:30am tomorrow

To startup the system 24 hours from now, use
power_onoff now + 1 day

To shutdown the system and not start it up, use
power_onoff -n

WARNINGS

Jobs can be submitted up to 2037. If jobs were submitted any later than 2037, an error message will display
"BAD DATE".

Some UPS units limit the time that can elapse between the time the power is turned off and the time it is
turned back on. Please see your UPS documentation for information about limitations.

If the date argument begins with a number and the time argument is also numeric (and without suffix), the
time argument should be a four-digit number that can be correctly interpreted as hours and minutes.

Do not use both next and + increment within a single power_onoff ~ command; only the first operator
is accepted and the trailing operator is ignored. No warning or error is produced.

The power cord must be disconnected before servicing the unit.

AUTHOR

power_onoff  was developed by HP.
FILES

Ivar/tmp/timed_off fifo for communicating with ups_mond.
SEE ALSO

at(1), cron(1M), crontab(1), queuedefs(4), proto(4), kill(1), sam(1M), ups_mond(1M).
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NAME
pscan - scan an HP SCSI disk array LUN for parity consistency

SYNOPSIS
pscan -s system_state device_file

DESCRIPTION

pscan is a front end script to scn designed to be called during system bootup and shutdown. It stores
information on the disk array used to indicate improper system shutdown. If the system was not properly
shutdown, a parity scan is initiated when the system boots. The values of 0 (operating system booting), and
1 (operating system shutdown) are expected for system_state. device_file refers to the device file associated
with the selected disk array. If multiple hosts (initiators) are connected to the disk array, the file
/etc/hpC2400/pscan.initiators needs to be created. This file will contain an integer value from 1 to 8. If the
file is not created, pscan will assume that only one host (initiator) is connected to the disk array.

RETURN VALUE
pscan returns the following values:

0  Successful completion.
-1 Command failed (an error occurred).

DIAGNOSTICS AND ERRORS
Errors can originate from problems with:

+ pscan
e SCsI (device level) communications
« system calls

Error messages generated by pscan:
usage: pscan -s <system_state> <special>
An error in command syntax has occurred. Enter command again with all required arguments, in the
order shown.

pscan: LUN # too big
The LUN number, which is derived from the device file name, is out of range.

pscan: Not a raw file
Utilities must be able to open the device file for raw access.

pscan: LUN does not exist
The addressed LUN is not configured, and thus is not known to the array controller.

pscan: Not an HP SCSI disk array
The device being addressed is not an HP SCSI disk array.

SCSI (device level) communication errors:
Sense data associated with the failed operation is printed.

Error messages generated by system calls:
pscan uses the following system calls:

malloc() ,free() ,stat() ,open() ,close() ,fopen() ,fclose() ,read() ., write() ,
and ioctl() )

Documentation for these HP-UX system calls contains information about the specific error conditions associ-
ated with each call. pscan does not alter the value of errno . The interpretation of errno for print-
ing purposes is performed by the system utility strerror()

EXAMPLES
To call pscan on the LUN /dev/rdsk/c2t0d2 prior to a system shutdown on a series 800:
pscan -s 1 /dev/rdsk/c2t0d2
To call pscan on the LUN /dev/rdsk/c2t0d2 during a system bootup on a series 700:

pscan -s 0 /dev/rdsk/c2t0d2
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DEPENDENCIES
The HP C2425 and HP C2427 disk arrays are only supported on Series 700 systems running HP-UX version
9.0X.

The HP C2430 disk array is supported on Series 700 and 800 systems running HP-UX versions 9.0X and
10.0X.

AUTHOR
pscan was developed by HP.
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NAME
pvchange - change characteristics and access path of physical volume in LVM volume group
SYNOPSIS
lusr/shin/pvchange [-A autobackup] -s pv_path
lusr/shin/pvchange [-A autobackup] -S autoswitch pv_path
lusr/shin/pvchange [-A autobackup] -x extensibility pv_path
lusr/shin/pvchange [-A autobackup] -t 10_timeout pv_path
lusr/shin/pvchange [-A autobackup] -z sparepv pv_path
Remarks

pvchange cannot be performed if the volume group is activated in shared mode.

DESCRIPTION
The pvchange command changes the characteristics and access path of a physical volume (pv_path) in a
volume group.

For multiported devices accessed via multiple paths, pvchange may be used to customize the cir-
cumstances that may cause LVM to automatically switch from one path to another, or when LVM will
switch back to a prior path which failed when it is available again (generally described as the physical
volume's autoswitch behavior). pvchange also permits you to switch manually to a specific path to the
physical volume.

pvchange sets the allocation permission to add physical extents to the physical volume.

If you have installed the optional HP MirrorDisk/UX software, you can use the -z option to designate a
spare physical volume to be used to replace an existing physical volume within a volume group when mir-
roring is in effect, in the event the existing physical volume fails.

Options and Arguments
pvchange recognizes the following options and arguments.

pv_path The block device path name of a physical volume.

-A autobackup Set automatic backup for this invocation of this command. autobackup can have
one of the following values:

y Automatically back up configuration changes made to the logical p
volume. This is the default.

After this command executes, the vgcfgbackup  command (see
vgcfgbackup(1M)) is executed for the volume group to which the logi-
cal volume belongs.

n Do not back up configuration changes this time.
-S Immediately begin accessing the associated physical volume named by pv_path.

-S autoswitch This option specifies the autoswitch behavior for multiported physical volumes
accessed via multiple paths. It has no effect for physical volumes without alter-
nate paths. autoswitch option may be set to one of the following values:

y LVM s directed to automatically switch from the path it is using
whenever a better path to the physical volume is available. LVM will
switch paths when a better path recovers (after it had failed earlier),
or if the current path fails and another path is available. This is the
default.

n LVM is directed to automatically switch to using the best available
path only when the path currently in use is unavailable. LVM will
continue using a specific path for the physical volume as long as it
works, regardless of whether another better path recovers from a
failure.

-X extensibility Set the allocation permission to add physical extents to the physical volume
pv_path. extensibility can have the following values:
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-t 10_timeout

-Z sparepv

EXTERNAL INFLUENCES
Environment Variables

pvchange (1M)

y Allow allocation of additional physical extents on the physical volume.
This is the default.

n Prohibit allocation of additional physical extents on the physical
volume. However, logical volumes residing on the physical volume
are accessible.

Set 10_timeout for the physical volume to the number of seconds indicated. An
10_timeout value of zero (0) causes the system to use the default value supplied
by the device driver associated with the physical device. 10_timeout is used by
the device driver to determine how long to wait for disk transactions to complete
before concluding that an 10 request can not be completed (and the device is
offline or unavailable).

This option requires the installation of the optional HP MirrorDisk/UX software.
It allows you to change the physical volume specified by pv_path into a spare
physical volume for its volume group, or change the specified spare physical
volume back into a regular physical volume for this volume group. No physical
extents from a spare physical volume will be available as part of the "free" pool of
extents in the volume group. A spare physical volume will only be used in the
event that another physical volume within this volume group becomes unavail-
able (fails). sparepv can have one of the following values:

y Change the specified physical volume to be a "stand-by" spare for its
volume group. The specified physical volume must not have extents
allocated on it (i.e., no logical volumes residing on it) at the time this
command is issued. A stand-by spare physical volume will only be
used in the event of a failure of another physical volume -- prior to
such a failure, no logical volume is allowed to reside on it.

n Change the specified spare physical volume back into a regular physi-
cal volume. If the physical volume was a stand-by spare, then all of
the disk space associated with it will be immediately available for use
by logical volumes. If the physical volume is an "active" spare, that is,
it was previously a stand-by spare but then took over for a failed phy-
sical volume, it will simply mark the physical volume as a regular
member of its volume group and the logical volumes residing on it will
remain unchanged.

LANGdetermines the language in which messages are displayed.
If LANGis not specified or is null, it defaults to C (see lang(5)).
If any internationalization variable contains an invalid setting, all internationalization variables default to

C (see environ(5)).

EXAMPLES

Prohibit the allocation of additional physical extents to a physical volume:

pvchange -x n

/dev/dsk/c0t0d0O

Allow the allocation of additional physical extents to a physical volume:

pvchange -x y

/dev/dsk/c0t0d0O

Only switch paths when the current path is unavailable. Do not switch back to a prior path which had
failed and has recovered, when the current path works:

pvchange -S n

/dev/dsk/c0t0d0O

Switch paths whenever a better path becomes available again after a failure, even if the current path is

fine:
pvchange -S y

/dev/dsk/c0t0d0O

Manually switch a physical volume to use another controller path:
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pvchange -s /dev/dsk/c2t0d2
Set the 10_timeout value for a physical volume to 60 seconds:
pvchange -t 60 /dev/dsk/c2t0d2
Set the 10_timeout value for a physical volume to zero (0) to use the driver default:
pvchange -t 0 /dev/dsk/c2t0d2
Change the (empty) physical volume to become a stand-by spare for the volume group:
pvchange -z y /dev/dsk/c2t0d2
Change the (active or stand-by) spare physical volume to become a regular member of the volume group:
pvchange -z n /dev/dsk/c2t0d2

SEE ALSO
pvdisplay(1M).
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NAME

pvck - check or repair a physical volume in LVM volume group
SYNOPSIS

lusr/shin/pvck -y pv_path

lusr/shin/pvck -n pv_path

DESCRIPTION
Note: Currently pvck is only capable of detecting bad checksums caused by a forward system migration
after a backward system migration. It should not be used in other situations.

The pvck command examines and repairs LVM data structures on a raw disk (pv_path) in a volume group.

Options and Arguments
pvck recognizes the following options and arguments.

-y Repair problems found.
-n Report, but do not repair problems.
pv_path The raw device path name of a physical volume.

RETURN VALUE
pvck returns the following values

0 Either no problems were found or all problems were corrected.
1 Unable to repair.

EXAMPLES
Examine LVM checksums on /dev/rdsk/c0t6d0 without modifying anything:
pvck -n /dev/rdsk/c0t6d0
Repair LVM checksums on /dev/rdsk/c0t6d0 if necessary:

pvck -y /dev/rdsk/c0t6d0

WARNINGS
pvck should only be run on a device whose volume group has not been activated.
It is designed to repair the root device or devices while the system is booted in maintenance mode ("hpux
-Im ", see hpux(1M)).

AUTHOR
pvck was developed by HP.
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NAME
pvcreate - create physical volume for use in LVM volume group
SYNOPSIS
lusr/shin/pvcreate [-b] [[(B] [-d soft_defects] [-S disk size] [-f ] [t disk_type] pv_path

DESCRIPTION
The pvcreate  command initializes a direct access storage device (a raw disk device) for use as a physical
volume in a volume group.

If pv_path contains a file system and the -f option is not specified, pvcreate asks for confirmation. The
request for confirmation avoids accidentally deleting a file system.

The operation is denied if pv_path belongs to another volume group. Only physical volumes not belonging
to other volume groups can be created. The operation is also denied if pv_path refers to a disk device
already under the control of the VERITAS Volume Manager.

After using pvcreate to create a physical volume, use vgcreate to add it to a new volume group or
vgextend to add it to an existing volume group (see vgcreate (1M) and vgextend (1M)).

Disks cannot be added to a volume group until they are properly initialized by pvcreate

pv_path can be made into a bootable disk by specifying the -B option, which reserves space on the physical
volume for boot-related data. This is a prerequisite for creating root volumes on logical volumes. Refer to
mkboot(1M) and lif(4) for more information.

Options and Arguments
pvcreate recognizes the following options and arguments:

pv_path The character (raw) device path name of a physical volume.

-b Read from standard input the numbers that correspond to the indexes of all
known bad blocks on the physical volume, pv_path, that is being created.
Specify the indexes using decimal, octal, or hexadecimal numbers in standard C-
language notation, with numbers separated by newline, tab, or formfeed charac-
ters. If this option is not used, pvcreate assumes that the physical volume
contains no bad blocks.

-B Make a bootable physical volume (i.e., a system disk).

-d soft_defects Specify the minimum number of bad blocks that LVM should reserve in order to p
perform software bad block relocation. This number can be no larger than 7039.
If not specified, one block is reserved for each 8K of data blocks.

-S disk_size Effective size of the physical volume to be created, specified in number of physi-
cal sectors.

-f Force the creation of a physical volume (thus deleting any file system present)
without first requesting confirmation.

-t disk_type Retrieve configuration information about the physical volume from the file
/etc/disktab . disk_type specifies the device (for example, hp7959S).

The disk_type only needs to be specified when pvcreate fails to get the size
from the underlying disk driver. If the driver successfully returns the size of the
device, disk_type is ignored.

EXTERNAL INFLUENCES
Environment Variables
LANGdetermines the language in which messages are displayed.

If LANGis not specified or is null, it defaults to "C" (see lang(5)).
If any internationalization variable contains an invalid setting, all internationalization variables default to
"C" (see environ(5)).

EXAMPLES
Create a physical volume on raw device /dev/rdsk/c1t0dO , and force the creation without
confirmation:
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pvcreate -f /dev/rdsk/c1t0dO

Create a physical volume on raw device /dev/rdsk/c1t0d0 , specifying that a bad blocks list (7, 13, 95,
and 133) must be read from standard input:

echo 7 13 95 133 | pvcreate -b /dev/rdsk/c1t0dO

FILES
/etc/disktab Disk geometry and disk partition characteristics for all disk devices on the system

WARNINGS
Check the manufacturer’s listing or run diagnostics testing for bad blocks on the device prior to creating a
physical volume. If bad blocks are present, use the -b option when creating the physical volume.

SEE ALSO
mkboot(1M), vgcreate(1M), vgextend(1M), lif(4).
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NAME

pvdisplay - display information about physical volumes within LVM volume group
SYNOPSIS

lusr/shin/pvdisplay [-v ] [-b BlockList] pv_path ...

DESCRIPTION
The pvdisplay command displays information about each physical volume specified by a pv_path param-
eter.

Options
pvdisplay  recognizes the following options:

pv_path The block device path name of a physical volume.

-V For each physical volume, display the logical volumes that have extents allocated on the
physical volume and the usage of all the physical extents.
-b  BlockList

For each block in BlockList, display information about the block. BlockList is a comma
separated list of blocks in DEV_BSIZE units.

Display Without —v Option
If you omit the -v option, pvdisplay displays the characteristics of each physical volume specified by

pv_path:
--- Physical volumes ---
PV Name The block device path name of the physical volume
VG Name The path name of the volume group
PV Status State of the physical volume (NOTE: spare physical volumes are only relevant if

you have installed HP MirrorDisk/UX software):

available The physical volume is available and is not a spare
physical volume.

available/data spared
The physical volume is available. However, its data
still resides on an active spare. p

available/active spare
The physical volume is available and is an active spare
physical volume. (An active spare is a spare that has
taken over for a failed physical volume.)

available/standby spare
The physical volume is a spare, "standing by" in case
of a failure on any other physical volume in this
volume group. It can only be used to capture data
from a failed physical volume.

unavailable The physical volume is unavailable and is not a spare
physical volume.

unavailable/data spared
The physical volume is unavailable. However, its data
now resides on an active spare, and its data is avail-
able if the active spare is available.

unavailable/active spare
The physical volume is unavailable and it's an active
spare. Thus, the data on this physical volume in una-
vailable.

unavailable/standby spare
The physical volume is a spare, "standing by" that is
not currently available to capture data from a failed
physical volume.
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Allocatable
VGDA
Cur LV

pvdisplay (1M)

Allocation permission for the physical volume
Number of volume group descriptors on the physical volume
Number of logical volumes using the physical volume

PE Size (Mbytes)

Total PE
Free PE
Allocated PE

Stale PE
IO Timeout

Spared from PV

Spared to PV

Display With —v Option

Size of physical extents on the volume, in megabytes (MB)
Total number of physical extents on the physical volume
Number of free physical extents on the physical volume

Number of physical extents on the physical volume that are allocated to logical
volumes

Number of physical extents on the physical volume that are not current

The 10 timeout used by the disk driver when accessing the physical volume. A
value of default , indicates that the driver default 10 timeout is being used.

If the physical volume represents an active spare, this field will show the name
of the failed physical volume whose data now resides on this spare. This infor-
mation can be used to manually move the data back to the original physical
volume, once it has been repaired. (See pvmove (1M)). If it cannot be determined
which physical volume that the data came from, this field will instead display
Missing PV . A missing PV would indicate that when the volume group was
last activated or reactivated (see vgchange(1M)), the “failed" physical volume
was not able to attach to the volume group.

If the physical volume represents a failed physical volume, this field will show
the name of the active spare physical volume that now contains the data that ori-
ginally resided on this volume. This information can be used to manually move
the data back to the original physical volume (see pvmove (1M)) once it has been
repaired.

If -v is specified, pvdisplay lists additional information for each logical volume and for each physical
extent on the physical volume:

--- Distribution of physical volume ---

The logical volumes t
LV Name

LE of LV
PE for LV

--- Physical extents ---

hat have extents allocated on pv_path, displayed in column format:

The block device path name of the logical volume which has extents allocated on
pv_path.

Number of logical extents within the logical volume that are contained on this
physical volume

Number of physical extents within the logical volume that are contained on this
physical volume

The following information for each physical extent, displayed in column format:

PE
Status
LV
LE

Display With —b Option

Physical extent number

Current state of the physical extent: free , used, or stale

The block device path name of the logical volume to which the extent is allocated
Index of the logical extent to which the physical extent is allocated

If -b is specified, pvdisplay lists additional information for each block specified in BlockList.

--- Block Mapping ---

The use of blocks on pv_path, displayed in column format:
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Block The block number relative to the physical volume.

Status The current status of the block: free , used, structure , spared , or
unknown

Offset The offset of the block relative to the logical volume.

LV Name The block device path name of the logical volume to which the block is allocated.

EXTERNAL INFLUENCES
Environment Variables
LANGdetermines the language in which messages are displayed.

If LANGis not specified or is null, it defaults to "C" (see lang(5)).
If any internationalization variable contains an invalid setting, all internationalization variables default to
"C" (see environ(5)).
EXAMPLES
Display the status and characteristics of a physical volume:
pvdisplay /dev/dsk/c1t0d0
Display the status, characteristics, and allocation map of a physical volume:
pvdisplay -v /dev/dsk/c2t0d0

SEE ALSO
Ivdisplay(1M), pvchange(1M), vgdisplay(1M).
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NAME

pvmove - move allocated physical extents from one LVM physical volume to other physical volumes
SYNOPSIS

lusr/shin/pvmove [-A autobackup] [-n Iv_path] source_pv_path

[dest_pv_path ... O dest_pvg_name ...]

Remarks
pvmove cannot be performed if the volume group is activated in shared mode.

DESCRIPTION
The pvmove command moves allocated physical extents and the data they contain from a source physical
volume, source_pv_path, to one or more other physical volumes in the same volume group.

If a destination physical volume or physical volume group is not specified, all physical volumes in the
volume group are available as destination volumes for the transfer. pvmove selects the proper physical
volumes to be used in order to preserve the allocation policies of the logical volume involved.

To limit the transfer to specific physical volumes, specify the name of each physical volume directly with a
dest_pv_path argument. Optionally, if physical volume groups are defined for the volume group, specify
the physical volumes indirectly with one or more dest_pvg_name arguments.

source_pv_path must not appear as a dest_pv_path.

If source_pv_path is a member of a dest_pv_path, it is automatically excluded from being a destination phy-
sical volume.

pvmove succeeds only if there is enough space on the destination physical volumes to hold all the allocated
extents of the source physical volume.

If you have installed HP MirrorDisk/UX on your system and source_pv_path is an “active spare" physical
volume within a mirrored logical volume, once all of the data has been moved to dest _pv_path, the
source_pv_path physical volume will be returned to a "stand-by" spare physical volume. This is how to
"unspare" data once the original failed physical volume has been repaired and is available to receive data.

Options
pvmove recognizes the following options:

dest_pv_path The block device path name of a physical volume. It cannot be the source physi-
p cal volume. It must be in the same volume group as source_pv_path.
dest_pvg_name The name of a physical volume group. It must be in the same volume group as
source_pv_path.
source_pv_path The block device path name of a physical volume.
-A autobackup Set automatic backup for this invocation of this command. autobackup can have

one of the following values:

y Automatically back up configuration changes made to the physical
volume. This is the default.

After this command executes, the vgcfgbackup  command (see
vgcfgbackup(1M)) is executed for the volume group to which the phy-
sical volume belongs.

n Do not back up configuration changes this time.

-n Iv_path Move only the physical extents allocated to the logical volume specified by
Ilv_path that are located on the source physical volume specified by
source_pv_path.

EXTERNAL INFLUENCES
Environment Variables
LANGdetermines the language in which messages are displayed.

If LANGis not specified or is null, it defaults to "C" (see lang(5)).
If any internationalization variable contains an invalid setting, all internationalization variables default to
"C" (see environ(5)).
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EXAMPLES
Move physical extents from /dev/dsk/c1t0d0 to /dev/dsk/c2t0d0 and /dev/dsk/c3t0d0

pvmove /dev/dsk/c1t0d0 /dev/dsk/c2t0d0 /dev/dsk/c3t0d0
If physical volumes /dev/dsk/c2t0d0 and /dev/dsk/c3t0d0 are the only ones that belong to phy-
sical volume group PVGQ the same result can be achieved with the following command:

pvmove /dev/dsk/c1t0d0 PVGO

Move only the physical extents for logical volume /dev/vg01/Ivol2
/dev/dsk/c1t0d0 to /dev/dsk/c2t0d0 :

pvmove -n /dev/vg01l/lvol2 /dev/dsk/c1t0d0 /dev/dsk/c2t0dO

that are currently on

SEE ALSO
pvdisplay(1M), vgcfgbackup(1M).
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NAME

pvremove - remove LVM data structure from a physical volume
SYNOPSIS

/shin/pvremove pv_path

DESCRIPTION
The pvremove command clears the LVM data structure on a disk, so that it is no longer an LVM physical
volume. The device may then be used by the file system or by other Volume Manager.

The operation is denied if pv_path is assigned to a volume group. The pvremove command only clears
the LVM data structure on a disk if the disk does not belong to a volume group. This avoids accidentally
removing a valid physical volume under a volume group. If the physical volume to be removed belongs to a
volume group, use the vgremove command to first remove the volume group associated with the physical
volume.

Arguments
pvremove recognizes the following arguments:
pv_path The character (raw) device path name of a physical volume.
EXTERNAL INFLUENCES

Environment Variables
LANGdetermines the language in which messages are displayed.

If LANGis not specified or is null, it defaults to "C" (see lang(5)).

If any internationalization variable contains an invalid setting, all internationalization variables default to
"C" (see environ(5)).

EXAMPLES
Remove LVM data structure on the physical volume /dev/rdsk/c1t0d0

pvremove /dev/rdsk/c1t0d0O

SEE ALSO
Ivremove(1M), vgremove(1M).
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NAME
pwck, grpck - password/group file checkers
SYNOPSIS
lusr/shin/pwck [-s1 [ 1 [file]
lusr/shin/grpck [file]

DESCRIPTION
pwck scans the default password file or file and reports any inconsistencies to standard error. The checks
include validation of the number of fields, login name, user 1D, group ID, and whether the login directory
and optional program exist. In addition, if the root entry shows a program, it can only be one of:

/sbin/sh , /usr/bin/csh , lusr/bin/ksh , or lusr/bin/sh . The criteria for validation is in
passwd(4) and is described in the Managing Systems and Workgroups manual. The default password file is
/etc/passwd

grpck verifies all entries in the group file and reports any inconsistencies to standard error. This
verification includes a check of the number of fields, group name, group ID, and whether all login names
appear in the password file. The default group file is /etc/group

Options
pwck recognizes the following options:

-S Check inconsistencies with the Protected Password database. It calls authck -p

-l Check encrypted password lengths that are greater than 8 characters. If NIS+ is running
with Trusted mode, password lengths must not be longer than 8 characters.

DIAGNOSTICS
Group entries in /etc/group with no login names are flagged.

WARNINGS
Successful password file validation is not sufficient for proper system operation. To help maintain con-
sistency with other system databases, editing of the password file with vipw is generally discouraged.
Please use sam, useradd , usermod , userdel , chfn , chsh or passwd to edit /etc/passwd

DEPENDENCIES
NFS:
pwck and grpck check only the local password and group files. The Network Information Service data-
base for password and group files is not checked.

AUTHOR
pwck was developed by AT&T and HP.

FILES
letc/group
letc/passwd

SEE ALSO
authck(1M), vipw(1M), group(4), passwd(4).

STANDARDS CONFORMANCE
pwck : SVID2, SVID3

grpck : SVID2, SVID3
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NAME
pwconv - update secure password facility

SYNOPSIS
pwconv

DESCRIPTION
If the secured password facility is already installed, pwconv updates the facility to reflect any changes
made in the /etc/passwd file.

FILES
letc/passwd
ltcb/files/auth/*/*

SEE ALSO
vipw(1M), pwck(1M).
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NAME
pwgr_stat - Password and Group Hashing and Caching Statistics

SYNOPSIS
lusr/shin/pwgr_stat

DESCRIPTION
pwgr_stat displays the current status of the pwgrd daemon process running on the system. It
includes whether or not the daemon is running, how much activity is occurring, as well as statistics for each
kind of request serviced by pwgrd . Request specific statistics include the number of request and the per-
cent of requests handled by the cache and the hashtables used to service that request. A request may not
have both a cache and a hashtable. Such requests will have a - for the corresponding hit rate. Requests
where no answer was found are not counted in the hit rate.

The display is updated every 2 seconds. Use the q key to exit pwgr_stat . pwgr_stat verifies that
pwgrd is accessible by issuing a NULL request to pwgrd , therefore the NULL request count will be
increased as long as pwgr_stat is running.

FILES
Ivar/spool/pwgr/daemon Daemon Unix domain socket.
Ivar/spool/pwgr/status Daemon process status file.

AUTHOR
pwgr_stat  was developed by the Hewlett-Packard Company.

SEE ALSO
pwgrd(1M).
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NAME
pwgrd - Password and Group Hashing and Caching daemon

SYNOPSIS
lusr/shin/pwgrd [-d] [l logfile]

DESCRIPTION
pwgrd provides accelerated lookup of password and group information for libc routines like getpwuid
and getgrname . pwgrd implements per request type caches and hashtables as appropriate. When the
corresponding routine in libc is called, a request is issued to pwgrd via a Unix domain socket connection.
pwgrd determines whether it can satisfy the request, returning the appropriate results to the requesting
process.

Options
pwgrd recognizes the following options and command-line arguments:

-d Debug mode. Do not become a daemon. Issue additional diagnostic messages. Instead of
logging message via syslog , issue messages to stderr.

-l logfile Logfile. In addition to logging via syslog , pwgrd will write log messages to
logfile.

pwgrd modifies its behavior depending on whether or not the local machine is using some form of NIS for
password or group information. When NIS or NIS+ is being used, the hashtables corresponding to that ser-
vice are not generated or consulted. Therefore only caching is provided for those requests.

FILES
letc/rc.config.d/pwgr Start up configuration variable. Set PWGR to 1 if you want
pwgrd to start on reboot.
Ivar/spool/pwgr/* Hash files, status file and daemon Unix domain socket.
Ivar/spool/sockets/pwgr/* Client Unix domain sockets.
AUTHOR

pwgrd was developed by the Hewlett-Packard Company.

SEE ALSO
pwgr_stat(1M).
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NAME

quot(1M)

quot - summarize file system ownership

SYNOPSIS
lusr/shin/quot

lusr/shin/quot

DESCRIPTION

[-F FStype] [-V] [-cfhnv ] [0 FSspecific-options] filesystem ...
[-F FStype] [-V] [-cfhnv ] -a

The quot command displays the number of 1024-byte blocks in the named filesystem that are currently
owned by each user. filesystem is either the name of the directory on which the file system is mounted or
the name of the device containing the file system.

Options

quot recognizes the following options:

-F FStype

Specify the file system type on which to operate (see fstyp(1M) and fs_wrapper(5)). If
this option is not included on the command line, the file system type is determined

from the file /etc/fstab by matching filesystem with an entry in that file. If there
is no entry in /etc/fstab , then the file system type is determined from the file
letc/default/fs

Echo the completed command line, but perform no other action. The command line is
generated by incorporating the user-specified options and other information derived
from /etc/fstab . This option allows the user to verify the command line.

-0 FSspecific-options

AUTHOR

Specify any options specific to the file system.
Generate a report for all mounted file systems.

Report size rather than user statistics. Generates histogram statistics in 3-column
format:

Column 1: File size in blocks. Sizes are listed in ascending order up to 499
blocks per file. Files occupying 499 or more blocks are counted
together on a single line as 499-block files (but column 3 is based on
actual number of blocks occupied).

Column 2:  Number of files of size indicated in column 1.

Column 3: Cumulative total blocks occupied by files counted in current plus all
preceding lines.

Use of this option overrides the -f and -v options.
Display number of files and space occupied by each user.

Calculate the number of blocks in the file based on file size rather than actual blocks
allocated. This option does not account for sparse files (files with holes in them).

Accept data from the ncheck command (see ncheck(1M)) as input. Run the pipeline:
ncheck device | sort +On | quot -n filesystem
to produce a list of all files and their owners.

Display three columns containing the number of blocks not accessed in the last 30, 60,
and 90 days.

quot was developed by the University of California, Berkeley, Sun Microsystems, Inc., and HP.

FILES
/etc/default/fs
/etc/fstab
/etc/mnttab
letc/passwd

Specifies the default file system type
Static information about the file systems
Mounted file system table

Password file (contains user names)
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SEE ALSO
quot_hfs(1M), quot_vxfs(IM), du(l), find(1), Is(1), fstyp(1M), mount(1M), ncheck(1M), repquota(lM),
fs_wrapper(5), quota(5).
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NAME
quot - summarize ownership on an HFS file system
SYNOPSIS
lusr/shin/quot [-F hfs ] [-V] [-cfthnv ] filesystem ...
lusr/shin/quot [-F hfs 1 [-V] [-cfhnv ] -a

DESCRIPTION
The quot command displays the number of 1024-byte blocks in the named HFS filesystem that are
currently owned by each user. filesystem is either the name of the directory on which the file system is
mounted or the name of the device containing the file system.

Options
quot recognizes the following options:
-F hfs  Specify the file system type hfs .

-V Echo the completed command line, but perform no other action. The command line is gen-
erated by incorporating the user-specified options and other information derived from
/etc/fstab. This option allows the user to verify the command line. If the options
specified are valid, the completed command line is echoed. If the options specified are not
valid, an error message is printed.

-a Generate a report for all mounted HFS file systems.
-C Report size rather than user statistics. Generates histogram statistics in 3-column format:

Column 1: File size in blocks. Sizes are listed in ascending order up to 499 blocks
per file. Files occupying 499 or more blocks are counted together on a
single line as 499-block files (but column 3 is based on actual number of
blocks occupied).

Column 2:  Number of files of size indicated in column 1.

Column 3: Cumulative total blocks occupied by files counted in current plus all
preceding lines.

Use of this option overrides the -f and -v options.

-f Display number of files and space occupied by each user.
-h Calculate the number of blocks in the file based on file size rather than actual blocks allo-
cated. This option does not account for sparse files (files with holes in them).
-n Accept data from the ncheck command (see ncheck(1M)) as input. Run the pipeline:
ncheck device | sort +On | quot -n filesystem
to produce a list of all files and their owners.
-V Display three columns containing the number of blocks not accessed in the last 30, 60, and
90 days.
AUTHOR
quot , a disk quota command, was developed by the University of California, Berkeley, Sun Microsystems,
Inc., and HP.
FILES
/etc/fstab Static information about the file systems
/etc/mnttab Mounted file system table
letc/passwd Password file (contains user names).
SEE ALSO

quot(1M), du(l), find(1), Is(2), fstyp(1M), mount(1M), ncheck(1M), repquota(1M), quota(s).
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NAME
quot - summarize ownership on a VxFS file system

SYNOPSIS
lusr/shin/quot [-F vxfs ] [-cfhnv ] [-V] filesystem ...
lusr/shin/quot [-F vxfs ] [-cfhnv ] [-V] -a

DESCRIPTION
quot displays the number of 1024-byte blocks in the specified VxFS filesystem that are currently owned by
each user. filesystem is either the name of the directory on which the file system is mounted or the name of
the device containing the file system.

Options
quot recognizes the following options:

-F vxfs
Specifies file system type vxfs

-a Generate a report for all mounted file systems.

-C Report file system size instead of user statistics. The -C option generates histogram
statistics in 3-column format:

Column 1: File size in blocks. Sizes are listed in ascending order up to 499 blocks per file.
Files occupying 499 or more blocks are counted together on a single line as
499-block files, but column 3 is based on actual number of blocks occupied.

Column 2:  Number of files of size indicated in column 1.

Column 3: Cumulative total blocks occupied by files counted in current plus all preceding
lines.

The -c option overrides the -f and -v options.

-f Display the number of files and space occupied by each user.

-h Calculate the number of blocks in the file based on file size rather than actual blocks allo-
cated. The -h option does not account for sparse files (files with holes in them).

-n Accept ncheck(1M) data as input. The following pipeline will produce a list of all files and
their owners:

ncheck device | sort +On | quot -n filesystem

-V Display three columns containing the number of blocks not accessed in the last 30, 60, and
90 days.

-V Validate the command line options, but do not execute the command. If the options
specified are valid, quot -V echoes the complete command line. If the options specified
are not valid, it prints an error message.

EXAMPLES

The following examples show the output of quot using various options.
# quot /tstmnt

/dev/dsk/c0t1d0 (/tstmnt):
109 auser
10 root

# quot -v /tstmnt

/dev/dsk/c0t1d0 (/tstmnt):
109 auser 0 0 O
10 root 0 0 O

# quot -c /tstmnt

/dev/dsk/c0t1d0 (/tstmntl):
020
144

Section 1M-672 -1- HP-UX Release 11i: December 2000



quot_vxfs(1M) quot_vxfs(1M)

18 1 119
2047 0 119

AUTHOR
Disk Quotas were developed by the University of California, Berkeley, Sun Microsystems, Inc., and HP.

FILES
/etc/mnttab Mounted file system table
letc/passwd Password file (contains user names).

SEE ALSO
quot(1M), du(l), find(1), fstyp(1M), Is(1), mount(1M), ncheck(1M), repquota(1M), quota(s).
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NAME
quotacheck - file system quota consistency checker

SYNOPSIS
/usr/shin/quotacheck [-F FStype] [-V] [-O specific-options] filesystem ...
/usr/shin/quotacheck [-F FStype] [-V] [-O specific-options] -a

DESCRIPTION
The quotacheck command examines each file system, builds a table of current disk usage, and compares
this table against that stored in the disk quota file for the file system. If any inconsistencies are detected,
both the quota file and the current system copy of the incorrect quotas are updated.

quotacheck expects each file system to be checked to have a file named quotas in the root directory.
If none is present, quotacheck reports an error and ignores the file system. quotacheck is normally
run at mount time from start-up scripts.

filesystem represents a mount point or block special device such as /dev/dsk/c1t0d2

Options
quotacheck recognizes the following options:

-F Fstype Specify the file system type on which to operate (see fstyp(1M) and fs_wrapper(5)). If
this option is not included on the command line, then the file system type is deter-
mined from the file /etc/fstab by matching filesystem with an entry in that file.
If there is no entry in /etc/fstab , then the file system type is determined from
the file /etc/default/fs

-V Echo the completed command line, but perform no other action. The command line is
generated by incorporating the user-specified options and other information derived
from /etc/fstab . This option allows the user to verify the command line.

-0 specific-options
Specify options specific to each file system type. specific-options is a list of suboptions
and/or keyword/attribute pairs intended for a FStype-specific module of the command.
See the file system specific man pages for a description of the specific-options sup-

ported, if any.
- -a Obtain list of file systems to check from /etc/fstab . Only mounted rw (or

default ) type file systems with the quota option are checked.

q EXTERNAL INFLUENCES
Environment Variables
LC_MESSAGESetermines the language in which messages are displayed.

If LC_MESSAGESs not specified in the environment or is set to the empty string, the value of LANGis
used as a default for each unspecified or empty variable. If LANGis not specified or is set to the empty
string, a default of "C" (see lang(5)) is used instead of LANG

If any internationalization variable contains an invalid setting, quotacheck behaves as if all internation-
alization variables are set to "C". See environ(5).

International Code Set Support
Single- and multi-byte character code sets are supported.

AUTHOR
quotacheck was developed by HP and the University of California, Berkeley.
FILES
/etc/default/fs Specifies the default file system type
/etc/fstab Default list of file systems to check
/etc/mnttab Mounted file system table
directory/quotas Quota statistics static storage for file system where directory is the file system

root as specified to the mount command (see mount(1M)).
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SEE ALSO
fs_wrapper(5), mount(1M), quota(5), quotacheck_hfs(1M), quotacheck_vxfs(1M).
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NAME
guotacheck - quota consistency checker for HFS file systems
SYNOPSIS
/usr/shin/quotacheck [-F hfs ] [-V] [-pPv ] filesystem ...
/usr/shin/quotacheck [-F hfs 1[-V] [-pPv ] -a

DESCRIPTION

The quotacheck command examines each HFS file system, builds a table of current disk usage, and
compares this table against that stored in the disk quota file for the file system. If any inconsistencies are
detected, both the quota file and the current system copy of the incorrect quotas are updated.

quotacheck expects each file system to be checked to have a file named quotas in the root directory.
If none is present, quotacheck reports an error and ignores the file system. quotacheck is normally
run at mount time from start up scripts.

filesystem represents a mount point or block special device (e.g., /dev/dsk/c1t0d2 ).

Options
quotacheck recognizes the following options:

-F hfs Specify the file system type hfs .

-V Echo the completed command line, but perform no other action. The command line is
generated by incorporating the user-specified options and other information derived
from /etc/fstab. This option allows the user to verify the command line.

-a Obtain list of file systems to check from /etc/fstab . Only mounted file systems of
type hfs and rw (or default ) with the quota option are checked.

-V Indicate the calculated disk quotas for each user on a particular file system. quota-
check normally reports only those quotas that are modified.

-p Check file systems in parallel as allowed by equal values in the pass number field in
letc/fstab

-P Preen file systems, checking only those with invalid quota statistics (quotaoff and
edquota commands can invalidate quota statistics as discussed in quota(5) — see
quotaoff(1M) and edquota(1M)). Also checks in parallel as in -p above.

AUTHOR

quotacheck was developed by HP and the University of California, Berkeley.
FILES

/etc/fstab Static information about the file systems

/etc/mnttab Mounted file system table

directory/quotas Quota statistics static storage for filesystem where directory is the file system root as
specified to the mount command (see mount(1M)).

SEE ALSO

mount(1M), quota(5), quotacheck(1M), quotaon(1M), quotaoff(1M).
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NAME
quotacheck - VXFS file system quota consistency checker

SYNOPSIS
/usr/shin/quotacheck [-F vxfs 1 [-V] [-pPv ] filesystem...
/usr/shin/quotacheck [-F vxfs 1[-V][pPv] -a

DESCRIPTION

Because VXFS maintains quota information in the kernel, quotacheck for VXFS synchronizes quotas
from the current system copy to the disk quota file for the specified VxFS file system.

quotacheck
quotacheck

requires that each file system it checks has a file named quotas in the root directory.
is typically run at mount time from a start-up script.

filesystem is a mount point or block special device (e.g., /dev/dsk/c0t0d0)

Options
quotacheck

-a

-F vxfs

-V
AUTHOR
quotacheck

FILES
/etc/fstab

recognizes the following options:

Check the file systems listed in the /etc/fstab file. Checks only mounted rw type file
systems with the quota option.

Specify the file-system type vxfs .
This option does nothing, but exists for standards compatibility.
This option does nothing, but exists for standards compatibility.

Echo the completed command line, but do not execute the command. The command line is
generated by incorporating the user-specified options and other information derived from
/etc/fstab . This option allows the user to verify the command line.

Report the file system name before synchronizing quotas from current system copy to the
disk quota file.

was developed by HP and the University of California, Berkeley.

Default file systems

directory/quotas Quota statistics static storage for file system where directory is the file system root as

SEE ALSO

specified to mount (see mount(1M)).

quota(5), quotacheck(1M).
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NAME
guotaon, quotaoff - turn HFS file system quotas on and off
SYNOPSIS
lusr/shin/quotaon [-v ] filesystem ...
lusr/shin/quotaon [-v] -a
lusr/shin/quotaoff [-v ] filesystem ...
lusr/shin/quotaoff [-v] -a
Remarks

These commands are provided for compatibility only. Their use is neither required nor recommended
because mount and umount enable and disable quotas cleanly (see mount(1M)). See WARNINGS below
for more information.

DESCRIPTION
The quotaon command enables quotas on one or more HFS file systems.

The quotaoff  command disables quotas on one or more HFS file systems.

filesystem is either the name of the mount point of the file system, or the name of the block device contain-
ing the file system. The file systems specified must be currently mounted in order to turn quotas on or off.
Also, the file system quota file, quotas , must be present in the root directory of each specified file system.

These commands will update the appropriate entries in /etc/mnttab to indicate that quotas are on or
off for each file system.

When enabling quotas interactively after boot time, the quotacheck command should be run immedi-
ately afterward (see WARNINGS below).

Use mount (see mount(1M)) to determine whether quotas are enabled on mounted file systems.

Options
The following options affect the behavior described above.

-a  Obtain the filesystem list from /etc/fstab , using entries of type hfs and rw (or default )
with the quota option (see fstab(4)).

-V Generate a message for each file system affected.

EXTERNAL INFLUENCES
Environment Variables
LC_MESSAGESetermines the language in which messages are displayed.

If LC_MESSAGESs not specified in the environment or is set to the empty string, the value of LANGis
used as a default for each unspecified or empty variable. If LANGis not specified or is set to the empty
string, a default of "C" (see lang(5)) is used instead of LANG

If any internationalization variable contains an invalid setting, quotaon behaves as if all internationali-
zation variables are set to "C". See environ(5).

International Code Set Support
Single- and multi-byte character code sets are supported.

WARNINGS
Using quotaoff  to disable quotas on a file system causes the system to discontinue tracking quotas for
that file system, and marks the quota clean flag in the superblock NOT_OK(see fsclean(1M)). This in
turn, forces a quotacheck the next time the system is booted. Since quotas are enabled and disabled
cleanly by mount and umount anyway, the use of quotaon and quotaoff s generally discouraged.

AUTHOR

Disk quotas were developed by the University of California, Berkeley, Sun Microsystems, Inc., and HP.
FILES

/etc/fstab Static information about the file systems
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/etc/mnttab Mount file system table
directory/quotas Quota statistics storage for the file system, where directory is the root of the file
system as specified to the mount command (see mount(1M)).

SEE ALSO
fsclean(1M), quotacheck(1M), quotacheck_hfs(1M), quotacheck_vxfs(1M), mount(1M), quota(s).
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NAME
rad - perform OLA/R functions without any comprehensive checks

SYNOPSIS
lusr/bin/rad -q

/usr/bin/rad -n

Jusr/bin/rad -f flag slot_id
lusr/bin/rad -alc|d]hlijo|r|s slot_id
lusr/bin/rad -C|D|N|R|S|V hw_path

DESCRIPTION
The rad command provides the ability to perform on-line addition and replacement of 1/O cards. This
command should be used while the system is in single-user state, when SAM is unavailable.

This tool provides OLA/R capabilities, but is not as comprehensive as the SAM implementation. The com-
mand does not make extensive environmental or critical resource checks since it is expected to be executed
when the system is in a minimal operating state with few, if any, applications running.

This command is an administrative command and therefore will only allow root privileged users to perform
the OLA/R functions.

Options

slot_id Slot ID of an OLA/R capable slot. A slot ID is a list of one or more numbers separated
by dashes. Each number represents a component of the physical location of the slot.
The user can use the slot ID to locate the slot. The sequence of numbers in the slot ID
is platform dependent. On the N and L classes, the slot ID contains only the slot
number. On all other platforms, including SuperDome, the format of the slot ID is:
Cabinet#-Bay#-Chassis#-Slot#

slot_hw_path Hardware path of an OLA/R capable slot

device_hw_path Hardware path of a device as reported by ioscan . A single slot_hw_path can be a
part of multiple device_hw_paths for a multi-function or a multi-port card.

-a slot_id List the affected (same power-domain) slot IDs of the specified slot.

-C device_hw_path Display the device information (Device_ID, Vendor_ID, Revision_ID, etc.) of the dev-
ice at the indicated hardware path.

-C slot_id Display the device information (Device_ID, Vendor_ID, Revision_ID, etc.) of all the
interface devices at the indicated slot.

-d slot_id Reserved for future use.
-D device_hw_path Reserved for future use.

-f  flag slot_id Set the attention indicator LED of the specified slot. The flag must be one of the fol-
lowing values: ON ATTENTION, or OFF

-h slot_id List the hardware paths of the interface node(s) for the specified slot.

-i slot_id Power ON the indicated slot. The other slots, if any, that are on the same power-
domain will have their power turned ON as well (potentially harmful to the system
operations).

-n Display the number of OLA/R capable slots in the system.

-N slot_hw_path | device_hw_path
Find the slot ID of the specified slot or device hardware path.

-0 slot_id Power OFF the indicated slot. The other slots, if any, that are on the same power-
domain will have their power turned OFF as well (potentially harmful to the system
operations).

-q Display the status of all OLA/R slots on the system.
-r slot_id Resume the operations of the indicated slot and its affected slots (same power-
domain).
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-R device_hw_path Resume the instance of the driver at the specified hardware path.

-S slot_id Suspend the operations of the indicated slot and its affected slots (same power-
domain) (potentially harmful to the system operations).

-S device_hw_path Suspend the instance of the driver at the specified hardware path.

-V device_hw_path Display the OLA/R driver information (current state, timeout values in seconds, etc.)
for the driver at the specified hardware path.

Note
In some cases, administrators must initiate certain actions before hardware 1/O controller cards are
replaced or deleted; other cases require activity after cards are replaced or added. Pre- and Post-OLAR
scripts will be used to perform these necessary activities. These scripts, named according to the driver

name (if the driver is foodriver then the script is foodriver ), are located in
/usr/sbin/olrad.d directory. These scripts has the following synopsis:
/usr/sbin/olrad.d/ driver action hardware_path
action is one of:
post_add Execute post add actions.
pref_replace Execute preface to replace actions.
prep_replace Execute prepare to replace actions.
post_replace Execute post replace actions.
pref_delete Execute preface to delete actions.
prep_delete Execute prepare to delete actions.
post_delete Execute post delete actions.

hardware_path is the hardware path of the interface node.
For a detailed description of what each script does, please view the individual scripts.
EXAMPLES

Adding a new card
The command invocation sequence for adding a new card:

1. Getinformation about all the OLA/R capable slots. Make note of the slot_id field.
lusr/bin/rad -q

2. Set the attention indicator LED of the desired slot to make sure that the correct slot_id was used.
/usr/bin/frad -f ATTENTION slot_id
3.  Get the affected slot_ids for this slot; that is, check to see if other slots will be powered down with this
slot. If other slots are affected by this slot and if these slots are occupied, then you must suspend r
them by using the -s option to the rad command.
/usr/bin/rad -a slot_id

4. Turn off the power to the slot. Note that the power to the other slots in the same power-domain (if
any), will be turned off as well.

/usr/bin/rad -0 slot_id
Insert the new card into the slot.
Turn the power on to the slot.

Jusr/bin/rad  -i slot_id
7. Turn the attention indicator LED off.
/usr/bin/rad -f OFF slot_id
8.  Run the /usr/shin/ioscan command with the appropriate options to configure the new card.

Replacing a card
The command invocation sequence for replacing a card:

1. Getinformation about all the OLA/R capable slots. Make note of the slot_id field.
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lusr/bin/rad -q
2. Set the attention indicator LED of the desired slot to make sure that the correct slot_id was used.

/usr/bin/frad -f ATTENTION slot_id
3.  Get the affected slot_ids for this slot; that is, check to see if other slots will be powered down with this
slot.
/usr/bin/rad -a slot_id
4.  Suspend the software drivers of this slot as well as the other slots that are affected (-a option) by this
slot.
Jusr/bin/rad -s slot_id

5.  Turn off the power to this slot as well as the other slots that are affected (-a option) by this slot.
/usr/bin/rad -0 slot_id

6. Replace the faulty card in the slot with a working card. The new card must be identical (same HP
product number) as the card being replaced.

7.  Turn the power on to this slot as well as the other slots that are affected (-a option) by this slot.

Jusr/bin/rad -i slot_id
8.  Resume the software drivers of this slot as well as the other slots that are affected (-a option) by this
slot.
Jusr/bin/rad -r slot_id
9.  Turn the attention indicator LED off.
/usr/bin/rad -f OFF slot_id

RETURN VALUE
rad returns 0 on success. On failure, rad returns -1 and prints an appropriate error message to standard
error.

SEE ALSO
ioscan(1M), sam(1M).
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NAME
rarpc - Reverse Address Resolution Protocol client

SYNOPSIS
rarpc [-d] [-e |-s ] [-n count] interface_name

DESCRIPTION
rarpc , the Reverse Address Resolution Protocol client, implements the client portion of the Reverse
Address Resolution Protocol (see SEE ALSO). It sends RARP requests for the specified interface's
hardware address and waits for the response from the RARP server. rarpc can be used during boot-
time initialization to find the IP address of an interface. To do so, set the IP_ADDRESSi] variable of
interface i with IP_ADDRESS[i]=RARP in /etc/rc.config.d/netconf )

Options are:
-d Print debugging information.
-e Use ethernet encapsulation only.
-S Use SNAP encapsulation only.
-n  count Transmits count requests and waits for each one to time out before giving up.

interface_name Identifies the interface to request information about.

If a response is received, it prints the IP address to its standard output. This information can be used to
configure the interface as seen in /sbin/init.d/net

If a response is not received, the client will retransmit after 2 seconds, and then after 4 seconds. After
that, retransmissions occur every 8 seconds.

RETURN VALUE
Exit status is 1 if the command fails or no RARP response is received. Exit status is 0 and the IP address is
printed to standard output if a response is received.

LIMITATIONS
1. The rarpc client cannot be run at the same time a rarpd daemon is running on the same interface.

2. The rarpc client supports only ethernet, 100VG and FDDI network interfaces.

AUTHOR
rarpc  was developed by HP.

SEE ALSO
rarpd(1M). r

R. Finlayson, T. Mann, J.C. Mogul, M. Theimer, "Reverse Address Resolution Protocol", RFC 903.
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NAME
rarpd - Reverse Address Resolution Protocol daemon

SYNOPSIS
rarpd [-d ] [-f config_file] [interface_name]

DESCRIPTION
rarpd , the Reverse Address Resolution Protocol daemon, implements the server portion of the Reverse
Address Resolution Protocol [1]. It responds to RARP requests providing the requested client IP address.
Rarpd can be started during boot-time initialization. To do so, set the RARPD variable with RARPD=1in
/etc/rc.config.d/netconf )

Options are:
-d Print debugging information.
-f  config_file Use the specified config_file database instead of /etc/rarpd.conf
interface_name Respond to requests over just this interface.

The configuration file database contains hardware address to IP address mappings. Other than comment
lines (which begin with a '#) and blank lines, all lines are considered client entries. A client entry is of the
form:

hardware_address WHITE_SPACE ip_address

where hardware_address consists of (: ) colon-separated hexadecimal bytes, and ip_address consists of (. )
dot-seperated decimal bytes. For example:

#

# hardware addr IP addr

#

# ethernet clients
08:00:09:26:ec:19 15.13.136.68
08:00:09:17:0a:93 15.13.136.74
#

# 100VG clients
08:00:09:63:5d:f5 190.20.30.103
#

# FDDI clients
08:00:09:09:53:4c 192.20.30.98

There must be exactly 6 hardware address bytes. There must be exactly 4 protocol address bytes.
The following signals have the specified effect when sent to the rarpd process using the kill(1) command:
SIGHUP Causes server to read the config file and reload database.
SIGINT Dumps current data base and cache to /var/tmp/rarpd.db
RETURN VALUE

Exit status is 1 if the command fails, and error messages are written to stderr and/or syslog. Typically, the
daemon will continue answering requests until externally interrupted.

LIMITATIONS
1. The rarpd daemon supports only ethernet, 100VG and FDDI network interfaces.
2. The rarpd daemon supports only 4 byte Internet Protocol addresses.
3. The rarpd and rarpc programs cannot be run on the same interface at the same time.

AUTHOR
rarpd was developed by HP.

SEE ALSO
rarpc(1M).

[1] R. Finlayson, T. Mann, J.C. Mogul, M. Theimer, "Reverse Address Resolution Protocol”, RFC 903.
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NAME
rbootd - remote boot server for RMP clients
SYNOPSIS
/usr/sbin/rbootd [-a] [l loglevel] [-L logfile] [t minutes] [landevs]

DESCRIPTION
rbootd services initial boot-up requests from RMP clients over a local area network. Early s700 worksta-
tions and all Datacommunications and Terminal Controllers (DTC/9000) use this RMP protocol and can only
communicate with rbootd during boot-up. Later s700 workstations (starting with the s712) use the
industry standard BOOTP protocol and communicate with bootpd(1M). Future s700 workstations will use
the BOOTP protocol. See the listings below.

rbootd now acts as a forwarding agent for s700 RMP clients, receiving their RMP boot requests and refor-
mulating them into BOOTP boot requests that are sent to the local bootpd daemon. If bootpd replies
to this boot request, rbootd receives the BOOTP reply and produces an RMP reply which is sent to the
client. rbootd continues to act as the intermediary in this transaction until the client is successfully
booted.

rbootd only responds to DTC clients if they are listed in the map802 file. The map802 file (a binary
file) is created when a DTC is configured by dtcconfig(1M) on the host machine.

In order to boot a s700 RMP client run rbootd and bootpd on the server machine, on the same subnet
as the client. If the local bootpd daemon is acting as a relay agent, there must also be a remote NFS
Diskless server with the necessary boot files and NFS or tftp  access to those files.

Options
rbootd  supports the following options:
-a Append to the rbootd log file. By default, starting up rbootd truncates the log file.
-l loglevel Set the amount of information that will be logged in the log file. rbootd supports the
following logging levels:
0 Log only rbootd  startup and termination messages.
1 Log all errors. This is the default logging level.
2 Log rejected boot requests from machines not found in /etc/bootptab
or /etc/opt/dtcmgr/map802
3 Log all boot requests.
-L logfile Specify an alternate file that rbootd  should use to log status and error messages.

-t minutes  Grace period before removing inactive temporary files. Meaningful only in the tftp -
remote configuration. Default is 10 minutes.

landevs Specify the only devices that rbootd should use to listen for boot requests. The
default is all LAN devices. The device names must be of the form lan0 or lanl etc,
where the device name matches what is reported by lanscan

New Functionality
Beginning with HP-UX 10.0 rbootd  has the following behavior:
» bootpd/bootptab Dependency

rbootd now relies on bootpd (1M) to verify the identity of cluster clients and locate the bootable images
(from /etc/bootptab ). RMP clients are thus administered in exactly the same way as new BOOTP
clients. The old methods for administering RMP clients (/etc/clusterconf , context-dependent
files, /usr/boot/* ) are obsolete and no longer work.

See bootpd(1M) and sam(1M) for details on configuring cluster clients.
It is necessary to have the bootpd daemon running on the same machine as the rbootd daemon.
» Auto-Discovery

To aid the system administrator, rbootd now discovers working ethernet interfaces at startup time
and monitors them for boot requests. Alternatively, the system administrator may put a list of up to ten
ethernet devices on the command line. Putting device names on the command line means “"monitor
these devices ONLY". If device names are included on the command line, they must be ethernet inter-
faces (not X.25, token-ring, etc) and they must be up and running at the time rbootd is started. See
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lanscan(1M) and ifconfig(1M) to determine the state of system devices. Attempting to have rbootd
monitor non-ethernet devices will not succeed. The device names must always be of the form lan0 or
lanl etc, where the device name matches what is reported by lanscan

« Multiple LAN Coverage

rbootd can monitor up to 10 lan devices (depending on hardware) and can boot clients from all of
them. Clients are still restricted to booting from their own builtin lan devices.

« Gateway Booting

RMP clients can now be booted from servers that are not on the same subnet as the client. The RMP
boot requests and replies cannot cross gateways, but the repackaged BOOTP requests and replies can.
The BOOTP requests and replies are relayed across gateways by bootpd . This is known as the remote
configuration.

rbootd uses the NFS or tftp  mechanism to transfer the necessary files from the remote server to
the rbootd  machine, and then transfers the bootable images to the client in a succession of RMP pack-
ets. Thus the remote server must make the necessary files accessible by NFS or tftp

In the remote-tftp  case, the boot files are temporarily stored in /var/rbootd/C0809* , and are
removed after a period of inactivity, controlled by the -t option. The default is 10 minutes.

»« S800 Servers

S800 machines can now be used as cluster servers, booting s700 clients and DTCs. S800 machines are
not supported as cluster clients.

« Network Install

rbootd now forwards install requests to instl_bootd(1M). If there is no appropriate response, rbootd
will deny the request.

» S300/400 Not Supported
S300/400 machines are not supported as diskless clients.
« Performance = Recommendations :

Boot from a local server for the fastest boot times. Run the rbootd daemon and the bootpd server
daemon on the same machine, and avoid transferring the boot files by NFS or tftp . This is strongly
recommended.

If booting from remote bootpd servers (across gateways), use NFS mounts to make the boot files avail-
able to the rbootd server. See mount(1M) for more information. The system administrator can
configure local and remote diskless clients in any mix, but it is strongly recommended that the number
of remote diskless clients be minimized.

If booting from remote servers using the tftp  method, there must also be temporary file space avail-
able on the rbootd server machine. Generally 6-8 MBytes per diskless client must be available under
/var , but this number could be larger when booting customized kernels. These temporary files are
removed automatically after some period of inactivity, controlled by the -t option. The default is 10
minutes.

- RMP/BOOTP

The RMP clients are the older s700 workstations and all DTCs: workstations: 705, 710, 715/33, 715/50,
715/75, 720, 725/50, 725/75, 730, 735, 750, 755

The BOOTP clients are the s712, s715/64, s715/100, B-Class, C-Class, D-Class and future workstations.

WARNINGS
It is necessary to stop rbootd before running bootpquery  because they use the same reserved port
(67/udp).
The rbootd  daemon binds to port 1067 for cold-install clients through instl_bootd . Because this is

not a reserved port, sometimes rbootd  will be unable to start when another process is holding this port.
Use netstat -an to find the other process and kill it. Rebooting is also an option.

AUTHOR
rbootd was developed by HP.
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FILES
Ivar/fadm/rbootd.log Default rbootd log file.
/etc/boottab Bootstrap configuration file.
/etc/opt/dtcmgr/map802 DTC/9000 configuration file.
/var/rbootd/C0809* Temporary boot files.

Obsoleted Files
/etc/clusterconf
/usr/boot/*

SEE ALSO

rbootd (1M)

bootpd(1M), instl_bootd(1M), tftpd(1M), mount(1M), sam(1M), dcnodes(1l), dtcconfig(1M), dtcnmd(1M),

dtcnmp(1M).
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NAME
rc - general purpose sequencer invoked upon entering new run level

SYNOPSIS
/sbin/rc

DESCRIPTION
The rc shell script is the general sequencer invoked upon entering a new run level via the init N com-
mand (where N equals 0-6). The script /shin/rc is typically invoked by the corresponding entry in the

file /etc/inittab as follows:
sqnc:123456:wait:/shin/rc </dev/console >/dev/console 2>8&1
/shin/rc is the startup and shutdown sequencer script. There is only one sequencer script and it han-

dles all of the sequencer directories. This script sequences the scripts in the appropriate sequencer direc-
tories in alphabetical order as defined by the shell and invokes them as either startup or Kill scripts.

If a transition from a lower to a higher run level (i.e., init state) occurs, the start scripts for the new run
level and all intermediate levels between the old and new level are executed. If a transition from a higher
to a lower run level occurs, the Kill scripts for the new run level and all intermediate levels between the old
and new level are executed.

If a start script link (e.g., /shin/rc  N.d/S123test ) in sequencer N has a stop action, the correspond-
ing Kill script should be placed in sequencer N-1 (e.g., /shin/rc  N-1.d/K200test ). Actions started
in level N should be stopped in level N-1 . This way, a system shutdown (e.g., transition from level 3
directly to level 0) will result in all subsystems being stopped.

Start and Kill Scripts

In many cases, a startup script will have both a start and a kill action. For example, the inetd script starts
the Internet daemon in the start case, and Kills that process in the stop case. Instead of two separate
scripts, only one exists, which accepts both the start and stop arguments and executes the correct code.
In some cases, only a start action will be applicable. If this is the case, and if the stop action is specified,
the script should produce a usage message and exit with an error. In general, scripts should look at their
arguments and produce error messages if bad arguments are present. When a script executes properly, it
must exit with a return value of zero. If an error condition exists, the return value must be nonzero.

Naming Conventions
The startup and shutdown scripts (referred to as startup scripts hereafter) exist in the /shin/init.d
directory, named after the subsystem they control. For example, the /sbin/init.d/cron script con-
trols starting up the cron daemon. The contents of sequencer directories consist of symbolic links to
startup scripts in /sbhin/init.d . These symbolic links must follow a strict naming convention, as noted
in the various fields of this example:

/shin/rc2.d/S060cron
where the fields are defined as follows:

rc2.d The sequencer directory is numbered to reflect the run level for which its contents will
be executed. In this case, start scripts in this directory will be executed upon entering
run level 2 from run level 1, and kill scripts will be executed upon entering run level 2
from run level 3.

S The first character of a sequencer link name determines whether the script is exe-
cuted as a start script (if the character is S), or as a kill script (if the character is K).

060 A three digit number is used for sequencing scripts within the sequencer directory.
Scripts are executed by type (start or Kill) in alphabetical order as defined by the shell.
Although it is not recommended, two scripts may share the same sequence number.

cron The name of the startup script follows the sequence number. The startup script name
must be the same name as the script to which this sequencer entry is linked. In this
example, the link points to /sbin/init.d/cron

Note that short file name systems require file names of 14 or less characters. This
means that the fourth field is limited to 10 or fewer characters.

Scripts are executed in alphabetical order. The entire file name of the script is used
for alphabetical ordering purposes.
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When ordering start and kill script links, note that subsystems started in any given
order should be stopped in the reverse order to eliminate any dependencies between
subsystems. This means that kill scripts will generally not have the same numbers as
their start script counterparts. For example, if two subsystems must be started in a
given order due to dependencies (e.g., S111house followed by S222uses_house ),
the kill counterparts to these scripts must be numbered so that the subsystems are
stopped in the opposite order in which they were started (e.g., K555uses_house
followed by K777house ).

Also keep in mind that kill scripts for a start script in directory /shin/rc ~ N.d will
reside in /shin/rc( N-1).d . For example, /shin/rc3.d/S123homer and
/sbin/rc2.d/K654homer might be start/kill counterparts.

Arguments
The startup/shutdown scripts should be able to recognize the following four arguments (where applicable):

start The start  argument is passed to scripts whose names start with S. Upon receiving

the start  argument, the script should perform its start actions.

stop The stop argument is passed to scripts whose names start with K. Upon receiving

the stop argument, the script should perform its stop actions.

start_msg The start_msg  argument is passed to scripts whose names start with S so that the

script can report back a short message indicating what the start action will do. For
instance, when the Ip spooler script is invoked with a start_msg  argument, it
echoes

Starting the LP subsystem

This string is used by the startup routines. Scripts given just the start_msg argu-
ment will only print a message and not perform any actions.

stop_msg The stop_msg argument is passed to scripts whose names start with K so that the

script can report back a short message indicating what the stop action will do. For
instance, when the Ip spooler script is invoked with a stop_msg argument, it
echoes

Stopping the LP subsystem

This string is used by the shutdown checklist. Scripts given just the stop_msg
argument will only print a message and not perform any actions.

Script Output
To ensure proper reporting of startup events, startup scripts are required to comply with the following
guidelines for script output.

Status messages, such as
starting house daemon
must be directed to stdout. All error messages must be directed to stderr.

Script output, both stdout and stderr, is redirected to log file /etc/rc.log , unless the startup
checklist mode is set to the raw mode. In this case, all output goes to the console. All error mes-
sages should be echoed to stdout or stderr.

Startup scripts are not allowed to send messages directly to the console, or to start any daemons
that immediately write to the console. This restriction exists because these scripts are now started
by the /sbin/rc checklist wrapper. All script output should go to either stdout or stderr, and
thus be captured in a log file. Any console output will be garbled.

RETURN VALUE
The return values for startup scripts are as follows:

0
1
2
3

Script exited without error.

Script encountered errors.

Script was skipped due to overriding control variables from /etc/rc.config.d files, or for
other reasons, and did not actually do anything.

Script will automatically reboot the system.
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4 Script exited without error and started a process in background mode.
>4 For return values greater than 4 the action is same as return value 1, script encountered errors.

SEE ALSO
init(1M), shutdown(1M), inittab(4), rc.config(4).
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NAME

rcancel - remove requests from a remote line printer spooling queue
SYNOPSIS

/usr/sbin/rcancel [id ...] [printer] [-a] [-e ] [-u user]

DESCRIPTION
The rcancel command removes a request, or requests, from the spool queue of a remote printer. rcan-
cel isinvoked by the cancel command (see cancel(1)).

At least one id or the name of a printer must be specified.

This command is intended to be used only by the spool system in response to the cancel command (see
Ip(1)), and should not be invoked directly.

Options
The rcancel command recognizes the following options:

id Specifying a request 1D (as returned by Ip (see Ip(1)) cancels the associated request (if
the request is owned by the user), even if it is currently printing.

printer Name of the printer (for a complete list, use Ipstat  (see Ipstat(1)). Specifying a printer
cancels the request which is currently printing on that printer, if the request is owned by
the user. If the -a, -e, or the -U option is specified, this option only specifies the
printer on which to perform the cancel operation.

-a Remove all requests owned by the user on the specified printer (see printer). The owner
is determined by the user’s login name and host name on the machine where the Ip  com-
mand was invoked.

-e Empty the spool queue of all requests for the specified printer. This form of invoking
rcancel is useful only to users with appropriate privileges.

-U user Remove any requests queued belonging to that user (or users). This form of invoking
rcancel is available only to users with appropriate privileges.

AUTHOR
rcancel was developed by the University of California, Berkeley, and HP.

FILES
Ivar/spool/lp/*
Ivar/adm/Ip/*
letc/Ip/*
{usr/lib/lp/* r

SEE ALSO
enable(1), Ip(1), Ipstat(1), accept(1M), Ipadmin(1M), Ipsched(1M), rlp(1M), ripdaemon(1M), ripstat(1M).
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NAME
rdpd - router discovery protocol daemon (OBSOLESCENT)

SYNOPSIS
rdpd [-r | -t | -v]

DESCRIPTION
rdpd , the router discover protocol daemon, implements the host portion of the router discovery protocol
(see SEE ALSO). More specifically rdpd :

« solicits router advertisements when it is first started so as to populate the kernel table as soon as
possible.

« listens on all ethernet interfaces (that are up) for ICMP router advertisement datagrams.

e adds a default router to the kernel table based on whether the router is a neighbor and has the
highest preference among all advertisements received.

e ages the default router entry applied to the kernel table based on the lifetime value found in the
advertisement message.

rdpd can be started during boot-time initialization. To do so, see /etc/rc.config.d/netconf
(But see WARNINGS below.)

Options
rdpd supports the following options:

-r  Display the version of rdpd .
-t Enable tracing of the following events:

setting of expiration timer for advertised entry.

expiration of a router advertisement entry (only the active entry has a timer running).
add/update of an advertised router to the kernel.

removal from kernel table of an advertised router.

reception of a router advertisement from the link.

transmission of a router solicitation message.

failure while attempting to transmit a solicitation.

-V Enable verbose tracing, which in addition to the above, traces:

« contents of the router advertisement message received.

e contents of rdpd internal statics which includes:

total number of icmp messages received,

total number advertisements received,

total number of advertisements with invalid number of addresses field,

total number of advertisements with invalid address size field,

total number of advertisements with invalid message lengths,

total number of advertisements with invalid lifetime fields,

total number of icmp messages with number of bytes received <> header
length field.

NogokrwbdpE

LIMITATIONS
1. The maximum number of default routes retained is 10. Only one of which is applied to the kernel rout-
ing tables (the one with the highest preference). In the event that the advertised router with the
highest preference expires the retained advertised router list will be searched for the highest preference,
still current entry and that entry will be applied to the kernel table. This allows for quick recovery from
aged advertisements.

2. rdpd only becomes aware of link state changes when either a new Router Advertisement message is
received or a timer pops to age a currently active default router added by rdpd . This may cause a
delay between an interface state change (e.g., ifconfig down) and any necessary change to the ker-
nel routing table.

3. The "all hosts on subnet" broadcast address is used for sending solicitations instead of either the all-
routers multicast or limited-broadcast IP addresses.

4. The limited-broadcast address for inbound Advertisements is assumed.
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5. Default routers added via the route command can be altered due to Router Advertisements for the
same router.

6. Adding default routes via the route command can cause unpredictable results and should be avoided.
OBSOLESCENCE

The functionality of rdpd has been subsumed in gated . See the routerdiscovery statements
described in gated.conf(4). Consequently, rdpd may be obsoleted in a future release of HP-UX.

WARNINGS
rdpd should not be used if routerdiscovery client s enabled when running gated .

AUTHOR
rdpd was developed by HP.

SEE ALSO
gated(1M), gated.conf(4).

[1] Deering, S., "ICMP Router Discovery Messages"”, RFC 1256
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NAME

reboot(1M)

reboot - reboot the system

SYNOPSIS
/usr/sbin/reboot

/usr/sbin/reboot -R

DESCRIPTION

[Fhr ] [n3s][q] [t time] [-Mm message]
[F[HI [[n s ]1[-q] [t time] [F-m message]

The reboot command terminates all currently executing processes except those essential to the system,
then reboots the system, or halts, or makes the partition ready for reconfig. When invoked without argu-
ments, reboot  syncs all disks before rebooting the system.

Options

The reboot  command recognizes the following options:

-t time

-M message

Shut down the system and halt.
Shut down the system and reboot automatically (default).

Shut down the system to a ready to reconfig state and reboot automatically. This
option is available only on systems that support hardware partitions.

Shut down the system to a ready to reconfig state and do not reboot. This option can
be used only in combination with the -R option. This option is available only on sys-
tems that support hardware partitions.

Do not sync the file systems before shutdown.

Sync the file systems before shutdown; for file systems that were cleanly mounted,
modify the fs_clean  flag from FS_OKto FS_CLEAN(default).

Quick and quiet. Suppress broadcast of warning messages, terminate processes by
brute force (with SIGKILL ) and immediately call reboot with arguments as indi-
cated by the other options (see reboot(2)). No logging is performed. The -t and -m
options are ignored with this option.

Specify what time reboot  will bring the system down. time can be the word now
(indicating immediate shutdown) or a future time in one of two formats: +number
and hour: min. The first form brings the system down in number minutes; the second
brings the system down at the time of day indicated (based on a 24-hour clock).

Display message at the terminals of all users on the system at decreasing intervals as
reboot time approaches. The message must not contain any embedded double quotes.

At shutdown time a message is written in the file
/etc/shutdownlog
(if it exists), containing the time of shutdown, who ran reboot , and the reason.

Only users with appropriate privileges can execute the shutdown command.

WARNINGS

reboot does not invoke the shutdown scripts associated with subsystems to bring them down in a cau-
tious manner. See shutdown(1M).

AUTHOR

reboot was developed by HP and the University of California, Berkeley.

FILES
/etc/shutdownlog

SEE ALSO
reboot(2).
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NAME

remshd - remote shell server
SYNOPSIS

lusr/lbin/remshd [-Ins]

DESCRIPTION
The remshd command is the server for the rcp , rdist  and remsh commands, and the rcmd() func-
tion (see rcp(1), rdist(1), remsh(1), and rcemd(3N)). The server provides remote execution facilities with
authentication based on privileged port numbers.

The inetd daemon calls remshd when a service request is received at the port indicated for the shell

(or cmd) service specified in /etc/services (see inetd(1M) and services(4)). When called, inetd
creates a connection to the service on the client’s host. To run remshd , the following line should be
present in the /etc/inetd.conf file:

shell stream tcp nowait root lusr/lbin/remshd remshd

See inetd.conf(4) for more information.

Options
remshd recognizes the following options.

-l Disallow authentication based on the user's .rhosts file unless the user is a superuser.

-n  Disable transport-level keep-alive messages. Otherwise, the messages are enabled. The keep-
alive messages allow sessions to be timed out if the client crashes or becomes unreachable.

-S  This option is used in multi-homed NIS systems. It disables remshd from doing a reverse
lookup, of the client's IP address; see gethostbyname(3N). It can be used to circumvent an NIS
limitation with multihomed hosts.

Operation
When remshd receives a service request, it responds with the following protocol:

1. The server checks the client's source port. If the port is not in the range 512 through 1023, the
server aborts the connection.

2. The server reads characters from the connection up to a null (\0 ) byte. It interprets the result-
ing string as an ASCII number, base 10.

3. If the number is non-zero, it is interpreted as the port number of a secondary stream to be used
for standard error. A second connection is then created to the specified port on the client’s host.
(The source port of this second connection must be also in the range 512 through 1023.) If the
first character sent is a null (\O ), no secondary connection is made, and the standard error from r
the command is sent to the primary stream. If the secondary connection has been made,
remshd interprets bytes it receives on that socket as signal numbers and passes them to the
command as signals. See signal(2).

4.  The server checks the client's source address and requests the corresponding host name (see
named(1M), gethostbyaddr(3N), and hosts(4)). If it cannot determine the hostname, it uses the
dot-notation representation of the host address.

5. The server reads the client’s host account name from the first connection. This is a null-
terminated sequence not exceeding 16 characters.

6. The server reads the server's host account name from the first connection. This is a null-
terminated sequence not exceeding 16 characters.

7. The server reads a command to be passed to the shell from the first connection. The command
length is limited by the maximum size of the system's argument list.

8. remshd then validates the user as follows (all actions take place on the host remshd runs on):

a. It looks up the user account name (retrieved in step 6) in the password file. If it finds it, it
performs a chdir()  to either the user's home directory, if there is one, or to "/."

b.  If either the lookup or chdir()  fails, the connection is terminated (see chdir(2)).
c.  The connection is also terminated if
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. the account accessed is administratively locked. The account can be locked by entering
a character in the password field that is not part of the set of digits (such as *). The
characters used to represent "digits" are . for 0, / for 1, 0 through 9 for 2 through 11, A
through Z for 12 through 37, and a through z for 38 through 63. (See also passwd(4)).

. the account accessed is protected by a password and, either the password expired or
the account on the client’s host is not equivalent to the account accessed;

. remshd runs on a secure system and the account accessed is not protected by a pass-
word.

For more information on equivalent accounts, see hosts.equiv (4).

9. A null byte is returned on the primary connection and the command line is passed to the normal
login shell of the user with that shell's -C option. The shell inherits the network connections
established by remshd and assumes the normal user and group permissions of the user.

remshd uses the following path when executing the specified command:
usr/bin:/usr/ccs/bin:/usr/bin/X11:/usr/contrib/bin:/usr/local/bin

10. If a secondary socket has been set up, remshd normally exits when command standard error
and secondary socket standard error have both been closed. If no secondary socket was set up,
remshd has called an exec(2) function, launched the command process, and is no longer present.

DIAGNOSTICS
All diagnostic messages are returned on the connection associated with standard error after which any net-
work connections are closed. An error is indicated by a leading byte with a value of 1 (0 is returned in step
9 above upon successful completion of all the steps before the command execution).

Malformed from address

The first socket connection does not use a reserved port or the client’s host address is not an Internet
address.

Can't get stderr port

Unable to complete the connection of the secondary socket used for error communication.
Second port not reserved

The secondary socket connection does not use a reserved port.
Locuser too long

The name of the user account on the client’s host is longer than 16 characters.
Remuser too long

The name of the user on the server’s host is longer than 16 characters.
Command too long

The command line passed exceeds the size of the argument list (as configured into the system).
Login incorrect

No password file entry existed for the user name on the server's host, or the authentication procedure
described above in step 8 failed.

No remote directory

The chdir command to the home directory or "/" on the server’s host failed.
Can't make pipe

The pipe needed for the standard error output wasn't created.
No more processes

The server was unable to fork a process to handle the incoming connection.

Next step: Wait a period of time and try again. If this message persists, the server’'s host may have
runaway processes that are using all the entries in the process table.

system call: message
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Error in executing the named system call. The message specifies the cause of the failure.
shellname: ...

The user’s login shell could not be started. This message is returned on the connection associated with
the standard error, and is not preceded by a leading byte with a value of 1. Other messages can be
returned by the remote command when it executes.

WARNINGS

The "privileged port" authentication procedure used here assumes the integrity of each host and the con-
necting medium. This is insecure, but is useful in an "open" environment.

remshd ignores SIGHUP, SIGINT , SIGQUIT, and SIGTERM so these signal numbers can safely be sent
to remote commands via the secondary socket provided by remshd . Other signal numbers may cause
remshd to kill itself.

AUTHOR
remshd was developed by the University of California, Berkeley.
FILES
$HOME/.rhosts User's private equivalence list
/etc/hosts.equiv List of equivalent hosts
SEE ALSO

remsh(1), inetd(1M), named(1M), rcmd(3N), hosts(4), hosts.equiv(4), inetd.conf(4), inetd.sec(4), services(4).
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NAME

remshd - remote shell server
SYNOPSIS

/usr/lbin/remshd [-In ]

In Kerberos V5 Network Authentication environments:
/usr/lbin/remshd [-cInKKkRr ]

DESCRIPTION
The remshd command is the server for the rcp , rdist  and remsh commands, and the rcmd() func-
tion (see rcp(1), rdist(1), remsh(1), and rcmd(3N)).

remshd allows two kinds of authentication methods:

1.  Authentication based on privileged port numbers where the client’'s source port must be in the
range 512 through 1023. In this case remshd assumes it is operating in normal or non-secure
environment.

2. Authentication based on Kerberos V5. In this case remshd assumes it is operating in a Ker-
beros V5 Network Authentication, i.e., secure environment.

The inetd daemon invokes remshd if a service request is received at ports indicated by shell or
kshell  services specified in /etc/services (see inetd(1M) and services(4)). Service requests arriv-
ing at the kshell port assume a secure environment and expect Kerberos authentication to take place.

To start remshd from the inetd daemon in a non-secure environment, the configuration file

/etc/inetd.conf must contain an entry as follows:
shell stream tcp nowait root lusr/lbin/remshd remshd
In a secure environment, /etc/inetd.conf must contain an entry:
kshell stream tcp nowait root lusr/lbin/remshd remshd -K

See inetd.conf(4) for more information.

To prevent non-secure access, the entry for shell  should be commented out in /etc/inetd.conf
Any non-Kerberos access will be denied since the entry for the port indicated by shell has now been
removed or commented out. In a such a situation, a generic error message,

rcmd: connect <hostname> : Connection refused
is displayed. See DIAGNOSTICS for more details. Note: by commenting out the entry for the port, access
by other clients such as rdist  will also be prevented.
Options
remshd recognizes the following options.

-C  Ignore checksum verification. This option is used to achieve interoperability between clients and
servers using different checksum calculation methods. For example, the checksum calculation in
a application developed with Kerberos V5 Beta 4 API is different from the calculation in a Ker-
beros V5-1.0 application.

-l Disallow authentication based on the user's .rhosts file unless the user is a superuser.

-n  Disable transport-level keep-alive messages. Otherwise, the messages are enabled. The keep-
alive messages allow sessions to be timed out if the client crashes or becomes unreachable.

In a secure environment, remshd will recognize the following additional options:

-K  Authorization based on Kerberos V5 must succeed or access will be rejected. (see sis(5) for
details on authorization).

-R  Authentication based on privileged port numbers and authorization of the remote user through
equivalent accounts must succeed. For more information on equivalent accounts, see
hosts.equiv(4).

- Either one of the following must succeed. The order in which the authorization checks are done
is as specified below.

1. Authentication based on privileged port numbers and authorization of the remote user
through equivalent accounts (see hosts.equiv (4)).
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-k

2. Authorization based on Kerberos V5.

Either one of the following must succeed. The order in which the authorization checks are done
is as specified below.

1.  Authorization based on Kerberos V5.

2. Authentication based on privileged port numbers and authorization of the remote user
through equivalent accounts.

Note: The -k option is ignored when used with -K , and the -r option is ignored when used with -
R. Also, if no options are specified, the default option is -K .

Operation

When remshd receives a service request, it responds with the following protocol:

1.

The server checks the client's source port. If the port is not a privileged port, i.e., in the range
512 through 1023, and remshd is operating in a non-secure environment, the connection is ter-
minated. In a secure environment, the action taken depends on the command line options:

-R  The source port must be a privileged port otherwise the connection is terminated.

-r If the source port is not a privileged port then authorization based on Kerberos must
succeed or the connection is terminated.

-k The source port must be a privileged port if Kerberos authorization fails.
-K  No action is taken.

The server reads characters from the connection up to a null (\O ) byte. It interprets the result-
ing string as an ASCII number, base 10.

If the number is non-zero, it is interpreted as the port number of a secondary stream to be used
for standard error. A second connection is then created to the specified port on the client’s host.
(The source port of this second connection will also be checked as specified in item 1.) If the first
character sent is a null (\O ), no secondary connection is made, and the standard error from the
command is sent to the primary stream. If the secondary connection has been made, remshd
interprets bytes it receives on that socket as signal numbers and passes them to the command as
signals. See signal(2).

The server checks the client's source address and requests the corresponding host name (see
named(1M), gethostbyaddr(3N), and hosts(4)). If it cannot determine the hostname, it uses the
dot-notation representation of the host address.

In a secure environment, remshd performs authentication based on Kerberos V5. See sis(5) for
details.

The server reads the client’s host account name from the first connection. This is a null-
terminated sequence not exceeding 16 characters.

The server reads the server's host account name from the first connection. This is a null-
terminated sequence not exceeding 16 characters.

The server reads a command to be passed to the shell from the first connection. The command
length is limited by the maximum size of the system's argument list.

remshd then validates the user as follows (all actions take place on the host remshd runs on):

a.  Itlooks up the user account name (retrieved in step 6) in the password file. If it finds it, it
performs a chdir () to either the user's home directory, if there is one, or to "/."

b.  If either the lookup or chdir () fails, the connection is terminated (see chdir(2)).
c.  The connection is also terminated if

. the account accessed is administratively locked. The account can be locked by entering
a character in the password field that is not part of the set of digits (such as *). The
characters used to represent "digits" are . for 0, / for 1, 0 through 9 for 2 through 11, A
through Z for 12 through 37, and a through z for 38 through 63. (See also passwd(4)).

. in a non-secure environment, the account accessed is protected by a password and,
either the password expired or the account on the client’s host is not equivalent to the
account accessed.
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. in a secure environment, the command line options decide whether connection is to be
terminated.

-K if Kerberos authorization does not succeed the connection is terminated (see
sis(5) for details on authorization).

-R if the client’s host is not equivalent to the account accessed, the connection is ter-
minated.

- if the account is not equivalent to the account accessed, then Kerberos authoriza-
tion has to succeed or the connection is terminated.

-k if Kerberos authorization fails, then the account has to be equivalent or the con-
nection is terminated. For more information on equivalent accounts, see
hosts.equiv(4).

10. A null byte is returned on the primary connection and the command line is passed to the normal
login shell of the user with that shell's -C option. The shell inherits the network connections
established by remshd and assumes the normal user and group permissions of the user.

remshd uses the following path when executing the specified command:
[usr/bin:/usr/ccs/bin:/usr/bin/X11:/usr/contrib/bin:/usr/local/bin

11. If a secondary socket has been set up, remshd normally exits when command standard error
and secondary socket standard error have both been closed. If no secondary socket was set up,
remshd has called an exec(2) function, launched the command process, and is no longer present.

DIAGNOSTICS
All diagnostic messages are returned on the connection associated with standard error after which any net-
work connections are closed. An error is indicated by a leading byte with a value of 1 (0 is returned in step
9 above upon successful completion of all the steps before the command execution).

Malformed from address

The first socket connection does not use a reserved port or the client’s host address is not an Internet
address.

Can't get stderr port

Unable to complete the connection of the secondary socket used for error communication.
Second port not reserved

The secondary socket connection does not use a reserved port.
Locuser too long

The name of the user account on the client’s host is longer than 16 characters.
Remuser too long

The name of the user on the server’s host is longer than 16 characters.
Command too long

The command line passed exceeds the size of the argument list (as configured into the system).
Login incorrect

No password file entry existed for the user name on the server's host, or the authentication procedure
described above in step 8 failed.

No remote directory
The chdir command to the home directory or "/" on the server’s host failed.
Can't make pipe
The pipe needed for the standard error output wasn't created.
No more processes
The server was unable to fork a process to handle the incoming connection.
Next step: Wait a period of time and try again. If this message persists, the server’'s host may have
runaway processes that are using all the entries in the process table.
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system call: message
Error in executing the named system call. The message specifies the cause of the failure.
shellname: ...

The user’s login shell could not be started. This message is returned on the connection associated with
the standard error, and is not preceded by a leading byte with a value of 1. Other messages can be
returned by the remote command when it executes.

rcmd: connect : <hostname>: Connection refused.
This generic message could be due to a number of reasons. One of the reasons could be because the
entry for shell service is not present in /etc/inetd.conf . This entry may have been removed or

commented out to prevent non-secure access.
Kerberos specific errors are listed in sis(5).

WARNINGS
The integrity of each host and the connecting medium is assumed if the “privileged port" authentication
procedure is used in a non-secure environment or if the command line options -R or -r are used in a
secure environment. Although both these methods provide insecure access, they are useful in an “open"
environment.

Note also that all information, including any passwords, are passed unencrypted between the two hosts
when remshd is invoked in a non-secure environment.

remshd ignores SIGHUP, SIGINT , SIGQUIT, and SIGTERM so these signal numbers can safely be sent
to remote commands via the secondary socket provided by remshd . Other signal numbers may cause
remshd to kill itself.

AUTHOR
remshd was developed by the University of California, Berkeley.
FILES
$HOME/.rhosts User's private equivalence list
/etc/hosts.equiv List of equivalent hosts
SEE ALSO
remsh(1), inetd(1M), named(1M), rcmd(3N), hosts(4), hosts.equiv(4), inetd.conf(4), inetd.sec(4), services(4),
sis(5).
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NAME
renice - alter priority of running processes

SYNOPSIS
renice  [-n newoffset] [-g O-p ru] id ...

DESCRIPTION
The renice  command alters the system nice value (used in the system scheduling priority) of one or more
running processes specified by id .... The new system nice value is set to 20 + newoffset, and is limited to
the range 0 to 39. However if the UNIX95 environment variable is set, the new system nice value is set to
current nice value + newoffset. Processes with lower system nice values run at higher system priorities
than processes with higher system nice values. The -| option of the ps command shows the current prior-
ity (PRI) and nice value (NI) for processes. See also nice(1).

To reduce the system nice value of a process, or to set it to a value less than 20 (with a negative newoffset),
a user must have appropriate privileges. Otherwise, users cannot decrease the system nice value of a pro-
cess and can only increase it within the range 20 to 39, to prevent overriding any current administrative
restrictions.

To alter the system nice value of another user's process, a user must have appropriate privileges. Other-
wise, users can only affect processes that they own.

Options
renice recognizes the following options. 1f no-g , -p , or -u option is specified, the defaultis -p .

-g id ... Interpret each id as a process group ID. All processes in each process group have their
system nice value altered. Only users with appropriate privileges can use this option.

-n newoffset Change the system nice value of each affected process to 20 + newoffset. If the
UNIX95 environment variable is set, the system nice value of each affected process is
changed to current nice value + newoffset.

If newoffset is negative, the system nice value is set to 20 minus the absolute value of
newoffset. If the UNIX95 environment variable is set and the newoffset is negative,
the system nice value is set to current nice value minus the absolute value of
newoffset. Only users with appropriate privileges can reduce the system nice value or
set it to less than 20. If this option is omitted, newoffset defaults to 10.

-p id .. Interpret each id as a process ID. This is the default.

Note: id is a process ID as reported by the ps command, not a job number (e.g., %2,
as used by some shells.

-u id ... Interpret each id as a user name or user ID number. All processes owned by each
specified user have their system nice values altered. Only users with appropriate
privileges can use this option for user names and I1Ds other than their own.

RETURN VALUES
renice returns a 0 when successful, and a non-zero value when unsuccessful.

EXTERNAL INFLUENCES
Single-byte character code sets are supported.

DIAGNOSTICS
renice reports the old and new newoffset values (system nice value — 20) of the affected processes if the
operation requested completes successfully. Otherwise, an error message is displayed to indicate the rea-
son for failure.

However, if the UNIX95 environment variable is set, no reporting is done unless the command fails.
EXAMPLES

Use renice  default values to decrease the priority of process 923. The id type defaults to -p , and
newoffset defaults to 10, setting the process to a system nice value of 30.

renice 923
Change the system nice value for all processes owned by user john and user 123 to 33 (newoffset=13).
(Affecting other users processes requires appropriate privileges.)
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renice -n 13 -u john 123

Change the system nice value of all processes in process group 20 to 10. (Lowering the system nice value
of a process group requires appropriate privileges.)

renice -n -10 -g 20
WARNINGS

Users who do not have appropriate privileges cannot reduce the system nice values of their own processes,
even if they increased them in the first place.

FILES
letc/passwd Maps user names to user ID’'s

SEE ALSO
nice(1), ps(1), getpriority(2), nice(2).

STANDARDS CONFORMANCE
renice : XPG4
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NAME
repquota - summarize file system quotas
SYNOPSIS
lusr/shin/repquota [-v ] filesystem ...
lusr/shin/repquota [v] -a

DESCRIPTION
The repquota command prints a summary of disk usage and quotas for each specified filesystem.

filesystem is either the name of the directory on which the file system is mounted or the name of the device
containing the file system.

For each user, the current number of files and amount of space (in Kbytes) is printed, along with any quo-
tas created with edquota (see edquota(1M)).
Options
repquota recognizes the following options:
-a  Report on all appropriate file systems in /etc/fstab
-V Report all quotas, even if there is no usage.
EXTERNAL INFLUENCES

Environment Variables
LC_MESSAGESetermines the language in which messages are displayed.

If LC_MESSAGESs not specified in the environment or is set to the empty string, the value of LANGis
used as a default for each unspecified or empty variable. If LANGis not specified or is set to the empty
string, a default of "C" (see lang(5)) is used instead of LANG

If any internationalization variable contains an invalid setting, repgquota behaves as if all internationali-
zation variables are set to "C". See environ(5).

International Code Set Support
Single- and multi-byte character code sets are supported.

AUTHOR
Disk Quotas were developed by the University of California, Berkeley, Sun Microsystems, and HP.
FILES
/etc/fstab Static information about the file systems
/etc/mnttab Mounted file system table
directory/quotas Quota statistics static storage for the file system, where directory is the root of
the file system as interpreted by mount (see mount(1M)).
SEE ALSO

edquota(1M), mount(1M), quota(s).
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NAME

restore, rrestore - restore file system incrementally, local or across network
SYNOPSIS

/usr/sbin/restore key [name ...]

/usr/sbin/rrestore key [name ...]

DESCRIPTION
The restore  and rrestore commands read tapes previously dumped by the dump or rdump com-
mand (see dump(1M) and rdump(1M)). Actions taken are controlled by the key argument where key is a
string of characters containing not more than one function letter and possibly one or more function
modifiers. One or more name arguments, if present, are file or directory names specifying the files that are
to be restored. Unless the h modifier is specified (see below), the appearance of a directory name refers to
the files and (recursively) subdirectories of that directory.

Function Portion of key
The function portion of the key is specified by one of the following letters:

r Read the tape and load into the current directory. r should be used only after careful con-
sideration, and only to restore a complete dump tape onto a clear file system, or to restore an
incremental dump tape after a full level zero restore. Thus,

/usr/sbin/newfs -F hfs /dev/rdsk/c0t0d0
/usr/sbin/mount /dev/dsk/c0t0dO /mnt
cd /mnt

restore r

is a typical sequence to restore a complete dump. Another restore  or rrestore can then
be performed to restore an incremental dump on top of this. Note that restore  and rre-
store leave a file restoresymtab in the root directory of the file system to pass informa-
tion between incremental restore passes. This file should be removed when the last incremen-
tal tape has been restored. A dump or rdump followed by a newfs and a restore  or rre-
store is used to change the size of a file system (see newfs(1M)).

R restore and rrestore request a particular tape of a multivolume set on which to restart a
full restore (see r above). This provides a means for interrupting and restarting restore  and
rrestore

X Extract the named files from the tape. If the named file matches a directory whose contents

had been written onto the tape, and the h modifier is not specified, the directory is recursively
extracted. The owner, modification time, and mode are restored (if possible). If no file argu-
ment is given, the root directory is extracted, which results in the entire contents of the tape
being extracted, unless h has been specified.

t Names of the specified files are listed if they occur on the tape. If no file argument is given, the
root directory is listed, which results in the entire content of the tape being listed, unless h has
been specified.

S The next argument to restore  is used as the dump file number to recover. This is useful if
there is more than one dump file on a tape.

i This mode allows interactive restoration of files from a dump tape. After reading in the direc-
tory information from the tape, restore  and rrestore provide a shell-like interface that
allows the user to move around the directory tree selecting files to be extracted. The available
commands are given below; for those commands that require an argument, the default is the
current directory.

add [arg] The current directory or specified argument is added to the list of files to
be extracted. If a directory is specified, it and all its descendents are
added to the extraction list (unless the h key is specified on the command
line). File names on the extraction list are displayed with a leading *
when listed by Is .

cd [arg] Change the current working directory to the specified argument.
delete  [arg] The current directory or specified argument is deleted from the list of files
to be extracted. If a directory is specified, it and all its descendents are
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deleted from the extraction list (unless h is specified on the command
line). The most expedient way to extract files from a directory is to add
the directory to the extraction list, then delete unnecessary files.

extract All files named on the extraction list are extracted from the dump tape.
restore  and rrestore ask which volume the user wants to mount.
The fastest way to extract a few files is to start with the last volume, then
work toward the first volume.

help List a summary of the available commands.

Is [arg] List the current or specified directory. Entries that are directories are
displayed with a trailing / . Entries marked for extraction are displayed
with a leading * . If the verbose key is set, the inode number of each entry

is also listed.

pwd Print the full path name of the current working directory.

quit restore and rrestore immediately exit, even if the extraction list is
not empty.

set-modes Set the owner, modes, and times of all directories that are added to the
extraction list. Nothing is extracted from the tape. This setting is useful
for cleaning up after a restore aborts prematurely.

verbose The sense of the v modifier is toggled. When set, the verbose key causes
the Is command to list the inode numbers of all entries. It also causes
restore and rrestore to print out information about each file as it is
extracted.

Function Modifiers
The following function modifier characters can be used in addition to the letter that selects the function
desired:

b Specify the block size of the tape in kilobytes. If the -b option is not specified, restore  and
rrestore try to determine the tape block size dynamically.

f Specify the name of the archive instead of /dev/rmt/Om . If the name of the file is -,
restore  reads from standard input. Thus, dump and restore  can be used in a pipeline to
dump and restore a file system with the command

dump Of - /usr | (cd /mnt; restore xf -)

When using rrestore , this key should be specified, and the next argument supplied should
be of the form machine: device.

h Extract the actual directory, rather than the files to which it refers. This prevents hierarchical
restoration of complete subtrees from the tape, rather than the files to which it refers.

m Extract by inode numbers rather than by file name. This is useful if only a few files are being
extracted and one wants to avoid regenerating the complete path name to the file.

\Y Type the name of each file restore  and rrestore treat, preceded by its file type. Normally
restore  and rrestore do their work silently; the v modifier specifies verbose output.

y Do not ask whether to abort the operation if restore and rrestore encounters a tape
error. restore and rrestore attempt to skip over the bad tape block(s) and continue.

rrestore creates a server, either /usr/shin/rmt or /etc/rmt, on the remote machine to
access the tape device.

DIAGNOSTICS
restore  and rrestore complain about bad key characters.

restore  and rrestore complain if a read error is encountered. If the y modifier has been specified, or
the user responds y, restore  and rrestore attempt to continue the restore.

If the dump extends over more than one tape, restore  and rrestore ask the user to change tapes. If
the X or I function has been specified, restore  and rrestore also ask which volume the user wants to
mount. The fastest way to extract a few files is to start with the last volume and work towards the first
volume.
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There are numerous consistency checks that can be listed by restore  and rrestore . Most checks are
self-explanatory or can “never happen”. Here are some common errors:

filename: not found on tape
The specified file name was listed in the tape directory but not found on the tape. This is caused
by tape read errors while looking for the file, and from using a dump tape created on an active
file system.

expected next file inumber, got inumber
A file not listed in the directory showed up. This can occur when using a dump tape created on
an active file system.

Incremental tape too low
When doing an incremental restore, a tape that was written before the previous incremental
tape, or that has too low an incremental level has been loaded.

Incremental tape too high
When doing an incremental restore, a tape that does not begin its coverage where the previous
incremental tape left off, or that has too high an incremental level has been loaded.

Tape read error while restoring filename
Tape read error while skipping over inode inumber
Tape read error while trying to resynchronize

A tape read error has occurred. If a file name is specified, the contents of the restored files are
probably partially wrong. If restore is skipping an inode or is trying to resynchronize the tape,
no extracted files are corrupted, although files may not be found on the tape.

Resync restore, skipped num blocks
After a tape read error, restore  and rrestore may have to resynchronize themselves. This
message indicates the number of blocks skipped over.

WARNINGS
restore  and rrestore can get confused when doing incremental restores from dump tapes that were
made on active file systems.

A level zero dump (see dump(1M)) must be done after a full restore. Since restore runs in user code, it has
no control over inode allocation; thus a full dump must be done to get a new set of directories reflecting the
new inode numbering, even though the contents of the files are unchanged.

AUTHOR
restore  and rrestore were developed by the University of California, Berkeley.
FILES
/dev/rmt/Om Default tape drive.
/tmp/rstdr* File containing directories on the tape.
/tmp/rstmd* Owner, mode, and time stamps for directories.
Irestoresymtab Information passed between incremental restores.
SEE ALSO

dump(1M), mkfs(1M), mount(1M), newfs(1M), rmt(1M).
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NAME

revck - check internal revision numbers of HP-UX files
SYNOPSIS

/usr/old/usr/bin/revck ref_files

DESCRIPTION
revck checks the internal revision numbers of lists of files against reference lists. Each ref_file must con-
tain a list of absolute path names (each beginning with /) and whatstrings (revision information strings
from what — see what(1)). Path names begin in column 1 of a line, and have a colon appended to them.
Each path name is followed by zero or more lines of whatstrings, one per line, each indented by at least one
tab (this is the same format in which what outputs its results).

For each path name, revck checks that the file exists, and that executing what on the current path
name produces results identical to the whatstrings in the reference file. Only the first 1024 bytes of what-
strings are checked.

ref_files are usually the absolute path names of the revlist files shipped with HP-UX. Each HP-UX software

product includes a file named /system/ product/revlist (for example,
/system/97070A/revlist ). The revlist file for each product is a reference list for the ordinary files
shipped with the product, plus any empty directories on which the product depends.

FILES
/system/ product/revlist lists of HP-UX files and revision numbers

DIAGNOSTICS
revck is silent except for reporting missing files or mismatches.

WARNINGS
revck produces unpredictable results if a ref_file is not in the right format.

SEE ALSO
what(1).
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NAME
rexd - RPC-based remote execution server
SYNOPSIS
lusr/shin/rpc.rexd [-I  log_file] [-m mountdir] [-r ]

DESCRIPTION )
rexd is the RPC server for remote command execution. A rexd is started by inetd when a remote exe-
cution request is received (see inetd(1M)). rexd exits when command execution has completed.

If the user ID (uid) in the remote execution request is assigned to a user on the server, rexd executes the
command as that user. If no user on the server is assigned to the uid, rexd does not execute the com-
mand. The -r option and inetd.sec security file allow for better access control (see inetd.sec(4)).

For noninteractive commands, standard output and error file descriptors are connected to sockets. Interac-
tive commands use pseudo terminals for standard input, output, and error (see pty(7)).

If the file system specified in the remote execution request is not already mounted on the server, rexd
uses NFS to mount the file system for the duration of the command execution (see nfs(7)). rexd mounts
file systems with the nosuid and soft options. For more details on mount options see mount(1M). If
the server cannot mount the file system, an error message is returned to the client. By default, any mount
points required by rexd are created below /var/spool/rexd . To change the default location, use the
-m option.

Options
rexd recognizes the following options and command-line arguments:

-l log_file Log any diagnostic, warning, and error messages to log_file. If log_file exists,
rexd appends messages to the file. If log_file does not exist, rexd creates it.
Messages are not logged if the -| option is not specified.

Information logged to the file includes date and time of the error, host name,
process ID and name of the function generating the error, and the error mes-
sage. Note that different RPC services can share a single log file because enough
information is included to uniquely identify each error.

-m mountdir Create temporary mount points below directory mountdir. By default, rexd
creates temporary mount points below /var/spool/rexd . The directory
mountdir should have read and execute permission for all users (mode 555).
Otherwise, rexd denies execution for users that do not have read and execute
permission.

-r Use increased security checking. When started with the -r option, rexd denies
execution access to a client unless one of the following conditions is met:

» The name of the client host is in /etc/hosts.equiv file on the
server.

e The user on the server that is associated with the uid sent by the client
has an entry in SHOME/.rhosts  specifying the client name on a line
or the client name followed by at least one blank and the user’s name.

For example, assume a user whose login name is mjk is assigned to uid
7 on NODEland executes the following on command:

on NODE2 pwd

User mjk on NODE2 must have one of the following entries in
$HOME!/.rhosts

NODE1
NODE1 mjk

DIAGNOSTICS
The following is a subset of the messages that could appear in the log file if the -| option is used. Some of
these messages are also returned to the client.

rexd: could not umount: dir
rexd was unable to umount() the users current working file system. See
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WARNINGS for more details.

rexd: mountdir ( mountdir) is not a directory
The path name mountdir, under which temporary mount points are created, is not a
directory or does not exist.

rexd: command: Command not found
rexd could not find command.

rexd: command: Permission denied
rexd was denied permission to execute command.

rexd: command: Text file busy
The executable file is currently open for writing.

rexd: command: Can't execute
rexd was unable to execute command.

rexd: root execution not allowed
rexd does not allow execution as user root

rexd: User id uid not valid
The uid uid is not assigned to a user on the server.

rexd: User id uid denied access
rexd was started with the -r option and the remote execution request did not meet
either of the conditions required by the -r option.

rexd: host is not running a mount daemon
The host host on which the user’'s current working directory is located is not running
mountd . Therefore, rexd is unable to mount the required file system (see
mountd(1M)).

rexd: not in export list for file_system
The host on which the client's current working directory is located does not have the
server on the export list for file system file_system containing the client’s current working
directory. Therefore, rexd is unable to mount the required file system.

WARNINGS

The client’s environment is simulated by rexd , but not completely recreated. The simulation of the
client’'s environment consists of mounting the file system containing the client’s current working directory
(if it is not already mounted) and setting the user’'s environment variables on the server to be the same as
the user's environment variables on the client. Therefore a command run by rexd does not always have
the same effect as a command run locally on the client.

The rex protocol only identifies the client user by sending the uid of the client process and the host name
of the client. Therefore, it is very difficult for rexd to perform user authentication. If a user on the server
is assigned to the uid sent by the client, rexd executes the requested command as that user. If no user on
the client is assigned to the uid sent by the client, rexd returns an error.

The -r option has been added to provide increased user authentication. However, the authentication pro-
vided is not foolproof, and is limited by the information passed by the rex protocol.

In order to simulate the client’s environment, rexd mounts the file system containing the client’s current
working directory (if it is not already mounted). This mount is intended to be temporary for the duration of
the command.

If rexd mounts a file system, it attempts to umount() the file system after the command has completed
executing. However, if rexd receives a SIGKILL signal (see signal(2)), the file system is not unmounted.
The file system remains mounted until the superuser executes the appropriate umount command or the
server is rebooted.

rexd 's attempt to umount the file system can also fail if the file system is busy. The file system is busy if
it contains an open file or a user's current working directory. The file system remains mounted until the
superuser executes the appropriate umount command or the server is rebooted.

For more information on rexd security issues, see Using and Administering NFS Services. Security issues
and their consequences should be considered before configuring rexd to run on a system.
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FILES
/devipty  [pgr T* Master pseudo terminals.
/devitty  [pgr J* Slave pseudo terminals.
/dev/ptym/pty [par T* Master pseudo terminals.
/dev/pty/tty [par T* Slave pseudo terminals.
/etc/inetd.conf Configuration file for inetd(1M).
/etc/hosts.equiv List of equivalent hosts.
$HOME/.rhosts User's private equivalence list.
Ivar/spool/rexd/rexd XXXXX Temporary mount points for remote file systems where xxxxx is
a string of alpha numeric characters.
AUTHOR

rexd was developed by Sun Microsystems, Inc.

SEE ALSO
on(1), inetd(1M), mount(1M), exports(4), inetd.conf(4), inetd.sec(4).

Using and Administering NFS Services
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NAME

rexecd - remote execution server
SYNOPSIS

/usr/lbin/rexecd [-n]1][-s]

DESCRIPTION
rexecd is the server for the rexec(3N) routine; it expects to be started by the internet daemon (see
inetd(1M)). rexecd provides remote execution facilities with authentication based on user account names
and unencrypted passwords.

inetd(1M) calls rexecd when a service request is received at the port indicated for the “exec” service

specification in /etc/services ; see services(4). To runrexecd , the following line should be present in
letc/inetd.conf
exec stream tcp nowait root lusr/lbin/rexecd rexecd

See inetd.conf(4) for more information.

Options:
rexecd recognizes the following options.

-n  Disable transport-level keep-alive messages. By default, the messages are enabled. The keep-
alive messages allow sessions to time out if the client crashes or becomes unreachable.

-S  This option is used in multi-homed NIS systems. It disables remshd from doing a reverse
lookup of the client’'s IP address; see gethostbyname(3N) for more information. It can be used to
circumvent an NIS limitation with multi-homed hosts.

When a service request is received, the following protocol is initiated:

1. The server reads characters from the socket up to a null (\O ) byte. The resultant string is inter-
preted as an ASCII number, base 10.

2. If the number received in step 1 is non-zero, it is interpreted as the port number of a secondary
stream to be used for the stderr . A second connection is then created to the specified port on
the client’s host. If the first character sent is a null (\0 ), no secondary connection is made and
the stderr  of the command is sent to the primary stream. If the secondary connection has been
made, rexecd interprets bytes it receives on that socket as signal numbers and passes them to
the command as signals (see signal(2)).

3. A null-terminated user name of not more than 16 characters is retrieved on the initial socket.

A null-terminated, unencrypted, password of not more than 16 characters is retrieved on the ini-
tial socket.

5. A null-terminated command to be passed to a shell is retrieved on the initial socket. The length
of the command is limited by the upper bound on the size of the system's argument list.

6. rexecd then validates the user as is done by login  (see login(1)). But it does not use any PAM
modules of login  for authentication. If the authentication succeeds, rexecd changes to the
user's home directory and establishes the user and group protections of the user. If any of these
steps fail, rexecd returns a diagnostic message through the connection, then closes the connec-
tion.

7. A null byte is returned on the connection associated with stderr  and the command line is
passed to the normal login shell of the user with that shell's-C option. The shell inherits the net-
work connections established by rexecd

rexecd uses the following path when executing the specified command:
lusr/bin:/usr/ccs/bin:/usr/bin/X11:/usr/contrib/bin:/usr/local/bin

Transport-level keepalive messages are enabled unless the -n option is present. The use of keepalive mes-

sages allows sessions to be timed out if the client crashes or becomes unreachable.

DIAGNOSTICS
All diagnostic messages are returned on the connection associated with the stderr , after which any net-
work connections are closed. An error is indicated by a leading byte with a value of 1 (0 is returned in step
7 above upon successful completion of all the steps prior to the command execution).
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Username too long
The user name is longer than 16 characters.
Password too long
The password is longer than 16 characters.
Command too long
The command line passed exceeds the size of the argument list (as configured into the system).
Login incorrect
No password file entry for the user name existed or the wrong password was supplied.
No remote directory
The chdir command to the home directory failed.
No more processes
The server was unable to fork a process to handle the incoming connection.
Next step: Wait a period of time and try again. If the message persists, then the server's host
may have a runaway process that is using all the entries in the process table.
shellname: ...
The user’s login shell could not be started via exec(2) for the given reason.

WARNINGS
The password is sent unencrypted through the socket connection.

AUTHOR
rexecd was developed by the University of California, Berkeley.

SEE ALSO
remsh(1), inetd(1M), rexec(3N), inetd.conf(4), inetd.sec(4), services(4).
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NAME
ripquery - query RIP gateways

SYNOPSIS
ripquery [-1] [-2] [- [a5] authkey] [-n] [-N dest[/ mask]] [-p] [-f ] [V ] [-W time] gateway ...

DESCRIPTION
ripquery is used to request all routes known by a RIP gateway by sending a RIP request or POLL com-
mand. The routing information in any routing packets returned is displayed numerically and symbolically.
ripquery is intended to be used as a tool for debugging gateways, not for network management. SNMP
is the preferred protocol for network management.

ripquery by default uses the RIP POLL command, which is an undocumented extension to the RIP
specification supported by routed on SunOS 3.x and later and by gated 1.4 and later. The RIP POLL
command is preferred over the RIP REQUEST command because it is not subject to Split Horizon and/or
Poisoned Reverse. See the RIP RFC for more information.

Options
-1 Send the query as a version 1 packet.
-2 Send the query as a version 2 packet (default).

- [@5]authkey Specifies the authentication password to use for queries. If -a specified, an authentication
type of SIMPLE will be used, if -5 is specified, an authentication type of MD5 will be used;
otherwise the default is an authentication type of NONE. Authentication fields in incoming
packets will be displayed, but not validated.

-n Prevents the address of the responding host from being looked up to determine the sym-
bolic name.

-N dest[/ mask]
Specifies that the query should be for the specified dest/ mask instead of complete routing
table. The specification of the optional mask implies a version 2 query. Up to 23 requests
about specific destinations may be include in one packet.

-p Uses the RIP POLL command to request information from the routing table. This is the
default, but is an undocumented extension supported only by some versions of unOS 3.x
and later versions of gated . If there is no response to the RIP POLL command, the RIP
REQUEST command is tried. gated responds to a POLL command with all the routes
learned via RIP.

-r Used the RIP REQUEST command to request information from the gateway's routing
table. Unlike the RIP POLL command, all gateways should support the RIP REQUEST. If
there is no response to the RIP REQUEST command, the RIP POLL command is tried.
gated responds to a REQUEST command with all the routes he announces out the
specified interface. Due to limitations in the UDP interface, on systems based on BSD 4.3
Reno or earlier, REQUESTSs respond about the interface used to route packets back to the
sender. This can be avoided by running ripquery  on the host being queried.

-V Version information about ripquery s displayed before querying the gateways.

-W time Specifies the time in seconds to wait for the initial response from a gateway. The default
value is 5 seconds.

AUTHORS
Jeffrey C Honig.

SEE ALSO
gated(1M), gdc(1M), ospf_monitor(1M), GateD Documentation, GateD Configuration Guide.

BUGS
Some versions of Unix do not allow looking up the symbolic name of a subnet.
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NAME
rlogind - remote login server
SYNOPSIS
lusr/lbin/rlogind [-Ins ] [-B bannerfile]

DESCRIPTION
rlogind is the server for the rlogin(1) program. It provides a remote login facility with authentication
based on privileged port numbers. rlogind expects to be executed by the Internet daemon (inetd(1M))
when it receives a service request at the port indicated in the services database for login  using the tcp
protocol (see services(4)).

When a service request is received, the following protocol is initiated by rlogind

1. rlogind  checks the client's source port. If the port is not in the range 512 through 1023 (a
“privileged port”), the server aborts the connection.

2. rlogind checks the client’'s source address and requests the corresponding host name (see
gethostent(3N), hosts(4), and named(1M)). If it cannot determine the hostname, it uses the Inter-
net dot-notation representation of the host address.

Once the source port and address have been checked, rlogind proceeds with the authentication process
described in hosts.equiv(4). rlogind then allocates a STREAMS based pseudo-terminal (see ptm(7),
pts(7)), and manipulates file descriptors so that the slave half of the pseudo-terminal becomes stdin
stdout , and stderr  for a login process. The login process is an instance of login(1) invoked with the -f
option if authentication has succeeded. If automatic authentication fails, login(1l) prompts the user with
the normal login sequence.

Options
The rlogind  command supports the following options:

-l This option is used to prevent any authentication based on the user's .rhosts  file unless
the user is logging in as super-user.

-S This option is used in multi-homed NIS systems. It disables rlogind from doing a
reverse lookup, of the client’s IP address; see gethostbyname(3N). It can be used to circum-
vent an NIS limitation with multihomed hosts.

-n This option is used to disable transport-level keepalive messages.

-B bannerfile
This option is used to display the file bannerfile to incoming rlogin  requests.

The rlogind process manipulates the master side of the pseudo-terminal, operating as an intermediary
between the login process and the client instance of the rlogin program. The protocol described in
ptm(7) and pts(7) is used to enable and disable flow control via Ctrl-S/Ctrl-Q under the direction of the pro-
gram running on the slave side of the pseudo-terminal, and to flush terminal output in response to inter-
rupt signals. The login process sets the baud rate and TERMenvironment variable to correspond to the
client’s baud rate and terminal type (see environ(5)).

Transport-level keepalive messages are enabled unless the -n option is present. The use of keepalive mes-
sages allows sessions to be timed out if the client crashes or becomes unreachable.

To start rlogind  from the Internet daemon, the configuration file /etc/inetd.conf must contain an
entry as follows:
login stream tcp nowait root lusr/lbin/rlogind rlogind

EXTERNAL INFLUENCES
International Code Set Support
Single- and multibyte character code sets are supported.

DIAGNOSTICS
Errors in establishing a connection cause an error message to be returned with a leading byte of 1 through
the socket connection, after which the network connection is closed. Any errors generated by the login pro-
cess or its descendents are passed through by the server as normal communication.

fork: No more  processes
The server was unable to fork a process to handle the incoming connection.
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Next step: Wait a period of time and try again. If this message persists, the server’'s host may
have runaway processes that are using all the entries in the process table.

Cannot allocate pty on remote host
The server was unable to obtain a pseudo-terminal for use with the login process. Either all
pseudo-terminals were in use, or the pty driver has not been properly set up. Note, the number
of slave devices that can be allocated depends on NSTRPTY, a kernel tunable parameter. This
can be changed via SAM (see ptm(7), pts(7)).

Next step: Check the pty configuration of the host where rlogind  executes.

Permission denied
The server denied access because the client was not using a reserved port. This should only hap-
pen to interlopers trying to break into the system.

lusr/bin/login:
The login program could not be started via exec(2) for the reason indicated.

Next step: Try to correct the condition causing the problem. If this message persists, contact
your system administrator.

WARNINGS
The “privileged port” authentication procedure used here assumes the integrity of each host and the con-
necting medium. This is insecure, but is useful in an “open” environment. Note that any passwords are
sent unencrypted through the socket connection.

AUTHOR

rlogind  was developed by the University of California, Berkeley.
FILES

/etc/hosts.equiv List of equivalent hosts

$HOMErhosts User’s private equivalence list
SEE ALSO

login(1), rlogin(1), inetd(1M), named(1M), gethostent(3N), ruserok(3N), hosts(4), hosts.equiv(4),
inetd.conf(4), services(4), environ(5), pty(7).
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NAME
rlogind - remote login server
SYNOPSIS
lusr/lbin/rlogind [-In ] [-B bannerfile]

Kerberos V5 Network Authentication environments:
[usr/lbin/rlogind [-cInKKRr 1 [-B bannerfile]

DESCRIPTION
rlogind is the server for the rlogin(1) program. It provides a remote login facility with two kinds of
authentication methods:

1. Authentication based on privileged port numbers where the client's source port must be in the
range 512 through 1023. In this case rlogind  assumes it is operating in normal or non-secure
environment.

2. Authentication based on Kerberos V5. In this case rlogind assumes it is operating in a Ker-
beros V5 Network Authentication, i.e., secure environment.

The inetd daemon invokes rlogind if a service request is received at ports indicated by the login  or
Klogin  services specified in /etc/services (see inetd(1M) and services(4)). Service requests arriv-
ing at the klogin  port assume a secure environment and expect Kerberos authentication to take place.

To start rlogind from the inetd daemon in a non-secure environment, the configuration file
/etc/inetd.conf must contain an entry as follows:

login stream tcp nowait root lusr/lbin/rlogind  rlogind
In a secure environment, /etc/inetd.conf must contain an entry:

klogin stream tcp nowait root lusr/lbin/rlogind rlogind -K

See inetd.conf(4) for more information.

To prevent non-secure access, the entry for login  should be commented out in /etc/inetd.conf
Any non-Kerberos access will be denied since the entry for the port indicated by login  has now been
removed or commented out. In a such a situation, a generic error message,

rcmd: connect < hostname> : Connection refused
is displayed. See DIAGNOSTICS for more details.

Options
rlogind recognizes the following options:
-C  Ignore checksum verification. This option is used to achieve interoperability between clients and r
servers using different checksum calculation methods. For example, the checksum calculation in

a application developed with Kerberos V5 Beta 4 API is different from the calculation in a Ker-
beros V5-1.0 application.

-l Prevents any authentication based on the user's .rhosts file unless the user is logging in as
super-user.

-B bannerfile
Causes the file, bannerfile, to be displayed to incoming rlogin requests.

In a secure environment, rlogind  will recognize the following additional options:

-K  Authorization based on Kerberos V5 must succeed or access will be rejected (see sis(5) for details
on authorization).

-R  Authentication based on privileged port numbers and authorization of the remote user through
equivalent accounts must succeed. For more information on equivalent accounts, see
hosts.equiv(4).

- Either one of the following must succeed. The order in which the authorization checks are done
is as specified below.

1. Authentication based on privileged port numbers and authorization of the remote user
through equivalent accounts (see hosts.equiv (4)).
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2. Authorization based on Kerberos V5.

-k Either one of the following must succeed. The order in which the authorization checks are done
is as specified below.

1.  Authorization based on Kerberos V5.

2. Authentication based on privileged port numbers and authorization of the remote user
through equivalent accounts.

Note: The -k option is ignored when used with -K , and the -r option is ignored when used with -
R. Also, if no options are specified, the default option is -K .

Operation ]
When a service request is received, the following protocol is initiated by rlogind

1. rlogind  checks the client’s source port. If the port is not in a privileged port, i.e., in the range
512 through 1023, and rlogind is operating in a non-secure environment, the connection is
terminated. In a secure environment, the action taken depends on the command line options:

-R  The source port must be a privileged port otherwise rlogind  terminates the connection.

- If the source port is not a privileged port then Kerberos authorization must succeed or the
connection is terminated.

-k The source port must be a privileged port if Kerberos authorization fails.
-K  No action is taken.

2. rlogind checks the client’s source address and requests the corresponding host name (see
gethostent(3N), hosts(4), and named(1M)). If it cannot determine the hostname, it uses the
Internet dot-notation representation of the host address.

3. rlogind , in a secure environment, proceeds with the Kerberos authentication process
described in sis(5). If authentication succeeds, then the authorization selected by the command
line option -K, -R, -k, or -r isperformed. The authorization selected could be as specified in
hosts.equiv(4) or Kerberos authorization as specified in sis(5).

4. rlogind  then allocates a STREAMS based pseudo-terminal (see ptm(7), pts(7)), and manipu-
lates file descriptors so that the slave half of the pseudo-terminal becomes stdin , stdout , and
stderr  for a login process.

5. This login process is an instance of login(1) invoked with the -f option if authentication has
succeeded. In a non-secure environment, if automatic authentication fails, login(1) prompts the
user with the normal login sequence. In a secure environment, if authentication fails, rlo-
gind generates an error message and quits.

The rlogind process manipulates the master side of the pseudo-terminal, operating as an intermediary
between the login process and the client instance of the rlogin program. The protocol described in
ptm(7) and pts(7) is used to enable and disable flow control via Ctrl-S/Ctrl-Q under the direction of the pro-
gram running on the slave side of the pseudo-terminal, and to flush terminal output in response to inter-
rupt signals. The login process sets the baud rate and TERMenvironment variable to correspond to the
client’s baud rate and terminal type (see environ(5)).

Transport-level keepalive messages are enabled unless the -n option is present. The use of keepalive mes-
sages allows sessions to be timed out if the client crashes or becomes unreachable.

EXTERNAL INFLUENCES

International Code Set Support
Single- and multibyte character code sets are supported.

DIAGNOSTICS
Errors in establishing a connection cause an error message to be returned with a leading byte of 1 through
the socket connection, after which the network connection is closed. Any errors generated by the login pro-
cess or its descendents are passed through by the server as normal communication.

fork: No more  processes
The server was unable to fork a process to handle the incoming connection.

Next step: Wait a period of time and try again. If this message persists, the server’'s host may
have runaway processes that are using all the entries in the process table.
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Cannot allocate pty on remote host
The server was unable to obtain a pseudo-terminal for use with the login process. Either all
pseudo-terminals were in use, or the pty driver has not been properly set up. Note, the number
of slave devices that can be allocated depends on NSTRPTY, a kernel tunable parameter. This
can be changed via SAM ( see ptm(7), pts(7)).

Next step: Check the pty configuration of the host where rlogind  executes.

Permission denied
The server denied access because the client was not using a reserved port. This should only hap-
pen to interlopers trying to break into the system.

lusr/bin/login:
The login program could not be started via exec(2) for the reason indicated.

Next step: Try to correct the condition causing the problem. If this message persists, contact
your system administrator.

rcmd: connect : <hostname>: Connection refused.
This generic message could be due to a number of reasons. One of the reasons could be because
the entry for login service is not present in /etc/inetd.conf . This entry may have been

removed or commented out to prevent non-secure access.
Kerberos specific errors are listed in sis(5).

WARNINGS
The integrity of each host and the connecting medium is assumed if the “privileged port" authentication
procedure is used in a non-secure environment or if the command line options -R or -r are used in a
secure environment. Although both these methods provide insecure access, they are useful in an “open"
environment. This is insecure, but is useful in an “open” environment.

Note also that all information, including any passwords, are passed unencrypted between the two hosts
when rlogind  is invoked in a non-secure environment.

AUTHOR

rlogind  was developed by the University of California, Berkeley.
FILES

/etc/hosts.equiv List of equivalent hosts

$HOMErhosts User’s private equivalence list
SEE ALSO

login(1), rlogin(1), inetd(1M), named(1M), gethostent(3N), ruserok(3N), hosts(4), hosts.equiv(4),
inetd.conf(4), services(4), environ(5), pty(7), sis(5).
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NAME
rlp - send LP line printer request to a remote system
SYNOPSIS
lusr/sbhin/rlp -1 id [-C class] [-J job] [-T title] [-i [numcols]] [-kfont] [-W num]

[-cdfghlnptv ] file

DESCRIPTION
rlp transfers a spooling request to a remote system to be printed. rlp communicates with a spooling dae-
mon on a remote system to transfer the spooling request. Options can be set only on the original system.
Transfers of a remote request use only the -I option and the file.

This command is intended to be used only by the spool system in response to the Ip  command and should
not be invoked directly (see Ip(1)).

Options
rlp  recognizes the following options and command-line arguments:
-l id The argument id is the request ID.
-C class Take the class argument as a job classification for use on the banner page.
-J job Take the job argument as the job name to print on the banner page. Normally, the

first file's name is used.

-T title Use the title argument as the title used by pr instead of the file name (see pr(1)). -T
is ignored unless the -p option is specified.

-h Suppress the printing of the banner page.

-i [numcols] Cause the output to be indented. If the next argument is numeric, it is used as the
number of blanks to be printed before each line; otherwise, 8 characters are printed.

- kfont Specify a font to be mounted on font position k, where k is from 1 through 4.
-Wnum Use the num argument number as the page width for pr .

The following single-letter options are used to notify the line printer spooler that the files are not standard
text files. The spooling system uses the appropriate filters (if the option is supported) to print the data
accordingly. These options are mutually exclusive.

-C The files are assumed to contain data produced by cifplot.
-d The files are assumed to contain data from tex (DVI format).
-f Use a filter that interprets the first character of each line as a standard FORTRAN car-
riage control character.
-g The files are assumed to contain standard plot data as produced by the plot routines.
-l Use a filter that suppresses page breaks.
-n The files are assumed to contain data from ditroff (device-independent troff ).
-p Use pr to format the files.
-t The files are assumed to contain data from troff (cat phototypesetter commands).
-V The files are assumed to contain a raster image for devices such as the Benson Varian.
WARNINGS
%onﬂfegemote line printer models may not support all of these options. Options not supported are silently

When rlp is transferring a request that originated on another system, only the -I option and the file is
used. This saves rlp from having to set the various options multiple times. Specifying unused options
does not produce an error.

AUTHOR
rlp was developed by the University of California, Berkeley and HP.
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FILES
letc/passwd
lusr/shin/ripdaemon
Ivar/spool/lp/*
Ivar/adm/Ip/*
letc/Ip/*
{usr/lib/lp/*

SEE ALSO
accept(1M), enable(1), Ip(1), Ipadmin(1M), Ipsched(1M), Ipstat(1), rcancel(1M), rlpdaemon(1M), rlpstat(1M).
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NAME

rlpdaemon - remote spooling line printer daemon, message write daemon
SYNOPSIS

/usr/shin/rlpdaemon [<i 1[-1 1[-L logfile]

DESCRIPTION
rlpdaemon s a line printer daemon (spool area handler) for remote spool requests. rlpdaemon is nor-
mally invoked at boot time from the /shin/rc file or started by inetd(1M), when necessary. rlpdae-
mon runs on a system that receives requests to be printed. rlpdaemon transfers files to the spooling
area, displays the queue, or removes jobs from the queue.

rlpdaemon s also used as a server process to write a message on the user's terminal, upon receiving a
request from a remote system.

Options

-i Prevent rlpdaemon from remaining after a request is processed. This is required if
rlpdaemon s started from inetd(1M).

-l Cause rlpdaemon  to log error messages and valid requests received from the network to the
file /var/adm/Ip/Ipd.log . This can be useful for debugging.

-L logfile Change the file used for writing error conditions from the file /var/adm/Ip/lpd.log to
logfile.

When rlpdaemon is started by inetd(1M), access control is provided via the file

/var/adm/inetd.sec to allow or prevent a host from making requests. When ripdaemon is not

started by inetd(1M), all requests must come from one of the machines listed in the file

/etc/hosts.equiv or /var/spool/lp/.rhosts . When /var/spool/lp/.rhosts is used

for access, the user name should be Ip .
The following entry should exist in /etc/services for remote spooling:
printer 515/tcp spooler

EXAMPLES )
To start rlpdaemon  from /shin/rc  , invoke the command:

/usr/shin/rlpdaemon
To start rlpdaemon  from inetd , the following line should be included in the file /etc/inetd.conf
printer stream tcp nowait root /usr/shin/ripdaemon rlpdaemon -i

WARNINGS
If the remote system is the same as the local system and rlpdaemon  was not started by inetd(1M), the
local system name must be included in file /etc/hosts.equiv

AUTHOR
rlpdaemon  was developed by the University of California, Berkeley and HP.

FILES
/etc/hosts.equiv
letc/services
Ivar/spool/lp/*
Ivar/adm/Ip/*
letc/Ip/*
{usr/lib/lp/*
/var/adm/inetd.sec

SEE ALSO
accept(1M), enable(1), Ip(1), inetd(1M), Ipadmin(1M), Ipsched(1M), Ipstat(1), rcancel(IM), rlp(1M),
ripdaemon(1M), ripstat(1M). hosts.equiv(4), inetd.conf(4), inetd.sec(4), services(4).

HP-UX System Administrator manuals.
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NAME

ripstat - print status of LP spooler requests on a remote system
SYNOPSIS

lusr/shin/ripstat [-d printer] [-u user] [id ...]

DESCRIPTION
ripstat reports the status of the specified jobs or all requests associated with a user. If no arguments
are specified, ripstat reports on any requests currently in the queue.

For each request submitted (i.e., each invocation of Ip — see Ip(1)) ripstat reports the request ID,
user’'s name, total size of the request, date of the request, and, if it is being transferred, the device.

This command is intended to be used only by the spool system in response to the Ipstat command and
should not be invoked directly (see Ipstat(1M)).

Options
rlpstat recognizes the following options and command-line arguments:
-d printer Specify a particular printer. Otherwise, the default line printer is used (or the value
of the LPDESTenvironment variable).
-U user Status is requested on all requests for the user who executed the rlpstat command

on the specified printer (see the -d option).

id Status is requested on the specified request IDs (as returned by Ip ). All the request
IDs must be for the same printer.

AUTHOR
ripstat was developed by the University of California, Berkeley, and HP.

FILES
Ivar/spool/lp/*
Ivar/adm/Ip/*
letc/Ip/*
{usr/lib/lp/*

SEE ALSO
enable(1), Ip(1), Ipadmin(1M), Ipsched(1M), Ipstat(1), rcancel(1M), rlp(1M), ripdaemon(1M).
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NAME
rmsf - remove a special (device) file

SYNOPSIS
/sbin/rmsf [-a Otk ] [-D directory] [-q v ] special_file ...

/sbin/rmsf [-C class O -d driver] [-D directory] -H hw_path [-k ] [-q TV ]

DESCRIPTION
The rmsf command removes one or more special files from the /dev directory and potentially removes
information about the associated device or devices with H/W type "DEVICE" (see ioscan(1M)) from the sys-
tem.

If no options are specified, rmsf removes only the special_files specified on the command line. The -k
option causes rmsf to remove the definition of the device from the system without removing any special
files. The -a option causes rmsf to remove the device definition, and all special files that map to it from
the /dev directory (or the directory specified with the -D option). By default, rmsf only removes
special_file as given on the command line, however, when the -a option is used and special_file is an abso-
lute path name special_file will be removed even if it does not reside in the /dev directory (or the directory
specified with the -D option). Note that if special_file belongs to a node for which H/W type is not "DEV-
ICE", the device definition will not be removed from the system and the special_file will be removed if it is a
leaf node.

If a-H hw_path is specified, special files are removed as follows:

e If hw_path belongs to a node with H/W type "DEVICE," all special files mapping to devices at that
hardware path and the system definition of those devices are removed.

e If hw_path belongs to a node for which H/W type is not "DEVICE," then, a special file is removed
as follows:

. If it is a leaf node, only special files for that node will be removed.

. If the node has children, then a warning message will be issued and system definition of all
the children devices and their special files are removed.

The -C and -d options remove only those special files that are associated with the given device driver or
that belong to the given device class, respectively. This is useful when there is more than one type of spe-
cial file mapped to a single hardware path.

If the -k option is specified, the definition of all devices at that hardware path are removed from the sys-
tem, again without removing any special files.

Normally, rmsf displays a message as the special files are deleted for each driver. The -q (quiet) option
suppresses the deletion message. The -v (verbose) option displays the deletion message and the name of
each special file as it is deleted.

Note that most drivers do not support the ability to be removed from the system.

If the device being removed from the system uses a dynamically assigned major number, that number will
be freed up for future allocation.

Options
rmsf recognizes the following options:

-a Remove the definition of the device from the system along with all special files that
refer to the device. This option cannot be used with -k .

-C class Match devices that belong to a given device class, class. Device classes can be listed
with the Isdev command (see Isdev(1M)). They are defined in files in the directory
/usr/conf/master.d . This option cannot be used with -d .

-d driver Match devices that are controlled by the specified device driver, driver. Device
drivers can be listed with the Isdev command (see Isdev(1M)). They are defined in
files in the directory /usr/conf/master.d . This option cannot be used with -C.

-D directory Override the default device installation directory /dev and remove the special files
from directory instead. directory must exist; otherwise, rmsf displays an error mes-
sage and exits. See WARNINGS.
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-H hw_path  Match devices at a given hardware path, hw-path. Hardware paths can be listed with
the ioscan command (see ioscan(1M)). A hardware path specifies the addresses of
the hardware components leading to a device. It consists of a string of numbers
separated by periods (. ), such as 52 (a card), 52.3 (a target address), and 52.3.0
(a device). If a hardware component is a bus converter, the following period, if any, is
replaced by a slash (/ ) asin 2, 2/3 , and 2/3.0

-k Remove the definition of the device from the system, but not any special files. This
option cannot be used with -a .

-q Quiet option. Normally, rmsf displays a message as each driver is removed. This
option suppresses the driver message, but not error messages. See the -V option.

-V Verbose option. In addition to the normal processing message, display the name of
each special file as it is removed. See the -q option. Print the names of the files as
rmsf is removing them.

RETURN VALUE
rmsf exits with one of the following values:
0 Successful completion, including warning diagnostics.
1 Failure. An error occurred.

DIAGNOSTICS
Most of the diagnostic messages from rmsf are self-explanatory. Listed below are some messages deserv-
ing further clarification. Errors cause rmsf to halt immediately. Warnings allow the program to continue.

Errors
No such device in the system

No device in the system matched the options specified. Use ioscan to list the devices in the system
(see ioscan(1M)).

special_file is not a special file
The file is not associated with an 1/0O device.
Warnings

WARNING: The specified hardware path is BUS_NEXUS/INTERFACEtype.
This will remove all the devices connected to it.

The H/W type of the node specified by hw_path is BUS_NEXUS/INTERFACE. All the devices under
this path will be removed.

Cannot remove driver at hw_path

The definition of the device located at hw_path and controlled by driver cannot be removed from the
kernel. That is driver does not support the unbind function.

No device associated with special_file
The special file does not map to a device in the system; the file is removed unless the -k option was
specified.
EXAMPLES

Remove the special file mux0 from the current directory:
rmsf ./mux0

Remove the system definition of the device associated with /dev/Ip0  along with all special files that refer
to the device:

rmsf -a  /dev/lp0
Remove the system definitions for all devices associated with hardware path 52.6.0:
rmsf -k -H  52.6.0
WARNINGS

Most commands and subsystems assume their device files are in /dev , therefore the use of the -D option
is discouraged.

HP-UX Release 11i: December 2000 -2 - Section 1M-725

r



rmsf(1M)

rmsf(1M)

Most device drivers do not support the unbind operation necessary to remove the device from the system.

AUTHOR

rmsf was developed by HP.

FILES
/dev/config
letclioconfig
/usr/conf/master.d/*

SEE ALSO

rm(1), insf(1M), ioscan(1M), Isdev(1M), Issf(1M), mksf(1M), ioconfig(4).
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NAME
rmt - remote magnetic-tape protocol module

SYNOPSIS
/usr/sbin/rmt

DESCRIPTION
rmt is a program used by the remote dump and restore programs for manipulating a magnetic tape drive
through an interprocess communication (IPC) connection. The fbackup and frecover  commands also
use rmt to achieve remote backup capability (see fbackup(1M) and frecover (1M)). rmt is normally
started up with an rexec() or rcmd() call (see rexec(3N) and rcmd (3N)).

rmt accepts requests specific to the manipulation of magnetic tapes, performs the commands, then
responds with a status indication. DDS devices that emulate magnetic tapes are also supported. All
responses are in ASCII and in one of two forms. Successful commands have responses of

Anumber\n
where number is an ASCII representation of a decimal number. Unsuccessful commands are responded to
with

Eerror-number\n error-message\n
where error-number is one of the possible error numbers described in errno(2) and error-message is the

corresponding error string as printed from a call to perror() (see perror(3C)). The protocol is
comprised of the following commands:

Qdevice\n mode\n Open the specified device using the indicated mode. device is a full pathname
and mode is an ASCII representation of a decimal number suitable for passing to
open() (see open(2)). If a device is already open, it is closed before a new
open is performed.

odevice\n mode\n Open the specified device using the indicated mode. device is a full pathname
and mode is an ASCII representation of an octal number suitable for passing to

open() . If a device is already open, it is closed before a new open is per-
formed.
Cdevice\n Close the currently open device. The device specified is ignored.

Lwhence\n offset\n  Perform an Iseek()  operation using the specified parameters (see Iseek(2)).
The response value is that returned from by Iseek()

Wount\n Write data onto the open device. rmt reads count bytes from the connection,
aborting if a premature end-of-file is encountered. The response value is that
returned from by write() (see write(2)).

Rcount\n Read count bytes of data from the open device. If count exceeds the size of the
data buffer (10 Kbytes), it is truncated to the data buffer size. rmt then per-
forms the requested read() and responds with Acount-read\n if the read
was successful. Otherwise an error is returned in the standard format. If the
read was successful, the data read is then sent.

| operation\n count\n
Perform a MTIOCOP ioctl() command using the specified parameters.
Parameters are interpreted as ASCII representations of the decimal values to be
placed in the mt_op and mt_count fields of the structure used in the

ioctl() call. The return value is the count parameter when the operation is
successful.

S Return the status of the open device, as obtained with a MTIOCGET
ioctl() call. If the operation was successful, an ACK is sent with the size of
the status buffer, then the status buffer is sent (in binary).

s Return the status of the open device, as obtained with a fstat() call. If the

operation was successful, an ACK is sent with the size of the status buffer, then
the status buffer is sent (in binary). f Return the status of the open device, as

obtained with a fstat() call. If the operation was successful, an ACK is sent
with the size of the status buffer, then the status buffer is sent in the following
ASCII format:
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machine<blank>value<newline>
stat_struct_member_name<blank>value<newline>

The end of the data is indicated by an ASCII NULL character. See
lusrf/include/sys/stat.h for the struct stat definition. In addi-
tion to the struct stat information, there is an entry in the buffer describing the
machine type as returned from a uname() call (see uname(2)). In the above
format “machine” is a key word. All fields except st_spare4 of the
struct stat are returned.

Return the status of the open device, as obtained with a MTIOCGET
ioctl() call. If the operation was successful, an ack is sent with the size of
the status buffer, then the status buffer is sent in the following ASCII format:

machine<blank>value<newline>
mtget_struct_member_name<blank>value<newline>

The end of the data is indicated by an ASCII NULL character. See
lusr/include/sys/mtio.h for the struct mtget definition. In
addition to the struct mtget information there is an entry in the buffer describ-
ing the machine type as returned from a uname() call. In the above format
“machine” is a keyword.

Any other command causes rmt to exit.

RETURN VALUE

Device status is returned in the field mt_gstat . /usr/include/sys/mtio.h contains defined
macros for checking the status bits.

DIAGNOSTICS

All responses are of the form described above.

AUTHOR

rmt was developed by the University of California, Berkeley.

SEE ALSO

ftio(1), fbackup(1M), frecover(1M), dump(1M), restore(1M), rcmd(3N), rexec(3N).

WARNINGS

Use of this command for remote file access protocol is discouraged.
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NAME
route - manually manipulate the routing tables
SYNOPSIS
/usr/sbin/route [f1[n] [-p pmtu] add [net Chost ] destination [netmask mask] gateway
[count]
/usr/sbin/route [-f 1 [-n] delete [net Chost ] destination [netmask mask] gateway [count]
/usr/sbin/route -f [-n]

DESCRIPTION
The route command manipulates the network routing tables manually. You must have appropriate
privileges.

Subcommands
The following subcommands are supported.

add Add the specified host or network route to the network routing table. If the route
already exists, a message is printed and nothing changes.

delete Delete the specified host or network route from the network routing table.

Options and Arguments
route recognizes the following options and arguments.

-f Delete all route table entries that specify a remote host for a gateway. If this is used
with one of the subcommands, the entries are deleted before the subcommand is pro-
cessed.

-n Print any host and network addresses in Internet dot notation, except for the default

network address, which is printed as default

-p pmtu Specifies a path maximum transmission unit (MTU) value for a static route. The
minimum value allowed is 68 bytes; the maximum is the MTU of the outgoing inter-
face for this route. This option can be applied to both host and network routes.

net The type of destination address. If this argument is omitted, routes to a particular
or host are distinguished from those to a network by interpreting the Internet address
host associated with destination. If the destination has a local address part of

INADDR_ANY(0) , the route is assumed to be to a network; otherwise, it is treated
as a route to a host.

destination The destination host system where the packets will be routed. destination can be one
of the following:

A host name (the official name or an alias, see gethostent(3N)).

A network name (the official name or an alias, see getnetent(3N)).

An Internet address in dot notation (see inet(3N)).

The keyword default , which signifies the wildcard gateway route (see rout-
ing(7)).

netmask

mask The mask that will be bit-wise ANDed with destination to yield a net address where
the packets will be routed. mask can be specified as a single hexadecimal number
with a leading Ox, with a dot-notation Internet address, or with a pseudo-network
name listed in the network table (see networks(4)). The length of the mask, which is
the number of contiguous 1's starting from the leftmost bit position of the 32-bit field,
can be shorter than the default network mask for the destination address. (see rout-
ing(7)). If the netmask option is not given, mask for the route will be derived from
the netmasks associated with the local interfaces. (see ifconfig(1M)). mask will be
defaulted to the longest netmask of those local interfaces that have the same network
address. If there is not any local interface that has the same network address, then
mask will be defaulted to the default network mask of destination.

gateway The gateway through which the destination is reached. gateway can be one of the fol-
lowing:
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* A host name (the official name or an alias, see gethostent(3N)).
¢ An Internet address in dot notation (see inet(3N)).

count An integer that indicates whether the gateway is a remote host or the local host. If
the route leads to a destination through a remote gateway, count should be a number
greater than 0. If the route leads to destination and the gateway is the local host,
count should be 0. The default for count is zero. The result is not defined if count is

negative.
Operation
All symbolic names specified for a destination or gateway are looked up first as a host name using
gethostbyname() ; if the host name is not found, the destination is searched for as a network name

using getnetbyname() . destination and gateway can be in dot notation (see inet(3N)).

If the -n option is not specified, any host and network addresses are displayed symbolically according to
the name returned by gethostbyaddr() and getnetbyaddr() , respectively, except for the default
network address (printed as default ) and addresses that have unknown names. Addresses with
unknown names are printed in Internet dot notation (see inet(3N)).

If the -n option is specified, any host and network addresses are printed in Internet dot notation except for
the default network address which is printed as default

If the -f option is specified, route deletes all route table entries that specify a remote host for a gateway.
If it is used with one of the subcommands described above, the entries are deleted before the subcommand
is processed.

Path MTU Discovery is a technique for discovering the maximum size of an IP datagram that can be sent
on an internet path without causing datagram fragmentation in the intermediate routers. In essence, a
source host that utilizes this technique initially sends out datagrams up to the the size of the outgoing
interface. The Don't Fragment (DF) bit in the IP datagram header is set. As an intermediate router that
supports Path MTU Discovery receives a datagram that is too large to be forwarded in one piece to the
next-hop router and the DF bit is set, the router will discard the datagram and send an ICMP Destination
Unreachable message with a code meaning "fragmentation needed and DF set". The ICMP message will
also contain the MTU of the next-hop router. When the source host receives the ICMP message, it reduces
the path MTU of the route to the MTU in the ICMP message. With this technique, the host route in the
source host for this path will contain the proper MTU.

The -p pmtu option is useful only if you know the network environment well enough to enter an appropri-
ate pmtu for a host or network route. IP will fragment a datagram to the pmtu specified for the route on
the local host before sending the datagram out to the remote. It will avoid fragmentation by routers along
the path, if the pmtu specified in the route command is correct.

ping can be used to find the pmtu information for the route to a remote host. The pmtu information in
the routing table can be displayed with the netstat -r command (see netstat(1)).

The loopback interface (l00) is automatically configured when the system boots with the TCP/IP
software. The default IP address and netmask of the loopback interface are 127.0.0.1 and 255.0.0.0, respec-
tively.

The 127.0.0.0 loopback route is set up automatically when 100 is configured so that packets for any
127.*.*.* address will loop back to the local host. Users cannot add or delete any 127.*.*.* loopback routes.
Output
add destination: gateway gateway
The specified route is being added to the tables.
delete  destination: gateway gateway
The specified route is being deleted from the tables.

Flags
The values of the count and destination type fields in the route command determine the presence of the G
and H flags in the netstat -r display and thus the route type, as shown in the following table.
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Count Destination Type Flags Route Type
= network U Route to a network directly from the local host
>0 network UG Route to a network through a remote host gateway
=0 host UH Route to a remote host directly from the local host
>0 host UGH Route to a remote host through a remote host gateway
=0 default U Wildcard route directly from the local host
>0 default UG Wildcard route through a remote host gateway

DIAGNOSTICS
The following error diagnostics can be displayed:

add a route that already exists
The specified entry is already in the routing table.
delete a route that does not exist
The specified route was not in the routing table.
cannot update loopback route
Routes for any 127.*.*.* loopback destination cannot be added or deleted.
WARNINGS

Reciprocal route commands must be executed on the local host, the destination host, and all intermediate
hosts if routing is to succeed in the cases of virtual circuit connections or bidirectional datagram transfers.

The HP-UX implementation of route does not presently support a change subcommand.

AUTHOR
route was developed by the University of California, Berkeley.

FILES
/etc/networks
/etc/hosts

SEE ALSO

netstat(1), ifconfig(1M), ping(1M), ndd(1M), getsockopt(2), recv(2), send(2), gethostent(3N), getnetent(3N),
inet(3N), routing(7).

HP-UX Release 11i: December 2000 -3- Section 1M-731




rpc.nisd(1M) rpc.nisd(1M)

NAME
rpc.nisd, rpc.nisd_resolv, nisd, nisd_resolv - NIS+ service daemon
SYNOPSIS
lusr/shin/rpc.nisd [ -ACDFhlv 1[-Y [ -B [ -t netid ]]] [ -d dictionary ] [ -L load ]
[ -S level ]

rpc.nisd_resolv

DESCRIPTIQN
The rpc.nisd daemon is an RPC service that implements the NIS+ service. This daemon must be run-
ning on all machines that serve a portion of the NIS+ namespace.

rpc.nisd is usually started from a system startup script.

rpc.nisd_resolv is an auxillary process that is started by rpc.nisd when it is invoked with -B

option. Note that rpc.nisd_resolv should not be started independently.

Options

-A Authentication verbose mode. The daemon logs all the authentication related activities to
syslogd (1M) with LOG_INFO priority.

-B Provide ypserv compatible DNS forwarding for NIS host requests. The DNS resolving process,
rpc.nisd_resolv , is started and controlled by rpc.nisd . This option requires that the
/etc/resolv.conf file be set up for communication with a DNS nameserver. The

nslookup utility can be used to verify communication with a DNS nameserver. See resolver (4)
and nslookup(1).

-C Open diagnostic channel on /dev/console
-D Debug mode (don't fork).
-F Force the server to do a checkpoint of the database when it starts up. Forced checkpoints may

be required when the server is low on disk space. This option removes updates from the transac-
tion log that have propagated to all of the replicas.

-L number
Specify the “load” the NIS+ service is allowed to place on the server. The load is specified in
terms of the number of child processes that the server may spawn. This number must be at least
1 for the callback functions to work correctly. The default is 128.

-S level Set the authorization security level of the service. The argument is a number between 0 and 2.
By default, the daemon runs at security level 2.

0 Security level 0 is designed to be used for testing and initial setup of the NIS+ namespace.
When running at level 0, the daemon does not enforce any access controls. Any client is
allowed to perform any operation, including updates and deletions.

1 At security level 1, the daemon accepts both AUTH_SYSand AUTH_DEScredentials for
authenticating clients and authorizing them to perform NIS+ operations. This is not a
secure mode of operation since AUTH_SY Scredentials are easily forged. It should not be
used on networks in which any untrusted users may potentially have access.

2 At security level 2, the daemon accepts only AUTH_DEScredentials for authentication and
authorization. This is the highest level of security currently provided by the NIS+ service.
This is the default security level if the -S option is not used.

-Y Put the server into NIS (YP) compatibility mode. When operating in this mode, the NIS+ server
will respond to NIS Version 2 requests using the version 2 protocol. Because the YP protocol is
not authenticated, only those items that have read access to nobody (the unauthenticated
request) will be visible through the V2 protocol. It supports only the standard Version 2 maps in
this mode (see -B option and NOTES in ypfiles(4)).

-d dictionary
Specify an alternate dictionary for the NIS+ database. The primary use of this option is for test-
ing. Note that the string is not interpreted, rather it is simply passed to the db_initialize
function. See nis_db(3N).

-h Print list of options.
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-t netid Use netid as the transport for communication between rpc.nisd and rpc.nisd_resolv
The default transportis tcp .

-V Verbose. With this option, the daemon sends a running narration of what it is doing to the sys-
log daemon (see syslogd(1M)) at LOG_INFO priority. This option is most useful for debugging
problems with the service (see also -A option).

EXAMPLES
The following example sets up the NIS+ service.
rpc.nisd
The following example sets up the NIS+ service, emulating YP with DNS forwarding.
rpc.nisd -YB
EXTERNAL INFLUENCES
Environment Variables

NETPATH The transports that the NIS+ service will use can be limited by setting this environment
variable (see netconfig(4)).

FILES
Ivar/nis/parent.object
This file contains an XDR encoded NIS+ object that describes the
namespace above a root server. This parent namespace may be another
NIS+ namespace or a foreign namespace such as one served by the Domain
Name Service. It is only present on servers that are serving the root of the
namespace.
Ivar/nis/root.object
This file contains an XDR encoded NIS+ object that describes the root of
the namespace. It is only present on servers that are serving the root of
the namespace.
letc/rc.config.d/namesvrs
initialization script for NIS+
AUTHOR
rpc.nisd  and rpc.nisd_resolv were developed by Sun Microsystems, Inc.
SEE ALSO

nis_cachemgr(1M), nisinit(1M), nissetup(1M), nslookup(1), syslogd(1M), nis_db(3N), netconfig(4), nisfiles(4),
resolver(4), ypfiles(4).
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NAME
rpc.nispasswdd, nispasswdd - NI1S+ password update daemon
SYNOPSIS
lusr/shin/rpc.nispasswdd [ -a attempts ][ -C minutes ][ -D 1[-g 1[ -v 1]

DESCRIPTION
rpc.nispasswdd daemon is an ONC+ RPC service that services password update requests from
nispasswd(1) and yppasswd(1). It updates password entries in the NIS+ passwd table.

rpc.nispasswdd is normally started from a system startup script after the NIS+ server (rpc.nisd(1M))
has been started. rpc.nispasswdd will determine whether it is running on a machine that is a master
server for one or more NIS+ directories. If it discovers that the host is not a master server, then it will
promptly exit. It will also determine if rpc.nisd(1M) is running in NIS(YP) compatibility mode (the
-Y option) and will register as yppasswdd for NIS(YP) clients as well.

rpc.nispasswdd will send to syslog all failed password update attempts, which will allow an adminis-
trator to determine whether someone was trying to “crack” the passwords.

rpc.nispasswdd has to be run by a superuser.

Options
-a attempts  Set the maximum number of attempts allowed to authenticate the caller within a password
update request session. Failed attempts are processed by syslogd(1M) and the request is
cached by the daemon. After the maximum number of allowed attempts the daemon severs
the connection to the client. The default value is set to 3.

-C minutes Set the number of minutes a failed password update request should be cached by the dae-
mon. This is the time during which if the daemon receives further password update
requests for the same user and authentication of the caller fails, then the daemon will sim-
ply not respond. The default value is set to 30 minutes.

-D Debug. Run in debugging mode.

-g Generate DES credential. By default the DES credential is not generated for the user if
they do not have one. By specifying this option, if the user does not have a credential, then
one will be generated for them and stored in the NIS+ cred table.

-V Verbose. With this option, the daemon sends a running narration of what it is doing to the

- syslog daemon. This option is useful for debugging problems.
RETURN VALUE

r

Success.
1 An error has occurred.
FILES .
letc/rc.config.d/namesvrs Initialization script for NIS+.
SEE ALSO

nispasswd(1), passwd(1), yppasswd(1), rpc.nisd(1M), syslogd(1M), nsswitch.conf(4).
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NAME
rpchind - universal addresses to RPC program number mapper

SYNOPSIS
rpcbind  [-d ] [-w]

DESCRI I?TION
rpcbind is a server that converts RPC program numbers into universal addresses. It must be running on
the host to be able to make RPC calls on a server on that machine.

When an RPC service is started, it tells rpcbind  the address at which it is listening, and the RPC pro-
gram numbers it is prepared to serve. When a client wishes to make an RPC call to a given program
number, it first contacts rpcbind  on the server machine to determine the address where RPC requests
should be sent.

rpcbind  should be started before any other RPC service. Normally, standard RPC servers are started by
port monitors, so rpchind  must be started before port monitors are invoked.

When rpchind s started, it checks that certain name-to-address translation calls function correctly. If
they fail, the network configuration databases may be corrupt. Since RPC services cannot function
correctly in this situation, rpchind  reports the condition and terminates.

rpcbind  can only be started by the super-user.
Options
rpcbind  recognizes the following options:

-d Run in debug mode. In this mode, rpcbind  will not fork when it starts, will print addi-
tional information during operation, and will abort on certain errors. With this option, the
name-to-address translation consistency checks are shown in detail.

-W Do a warm start. If rpcbind  aborts or terminates on SIGINT or SIGTERM it will write
the current list of registered services to /tmp/portmap.file and
Itmp/rpcbind.file . Starting rpcbind  with the -w option instructs it to look for

these files and start operation with the registrations found in them. This allows rpchind
to resume operation without requiring all RPC services to be restarted.

WARNINGS
Terminating rpcbind  with SIGKILL will prevent the warm-start files from being written.

All RPC servers must be restarted if the following occurs: rpcbind  crashes (or is killed with SIGKILL )
and is unable to to write the warm-start files; rpcbind is started without the -w option after a graceful
termination; or, the warm-start files are not found by rpchind

AUTHOR
rpcbind  was developed by Sun Microsystems, Inc.

FILES
/tmp/portmap.file

Itmp/rpcbind.file

SEE ALSO
rpcinfo(1M), rpcbind(3N).
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NAME

rpcinfo - report RPC information

SYNOPSIS

rpcinfo [-m][-s ][ host ]

rpcinfo -p [ host ]

rpcinfo -T transport host prognum [ versnum ]

rpcinfo - [ -T transport ] host prognum [ versnum ]
rpcinfo [ -n portnum ] -u host prognum [ versnum ]
rpcinfo [ -n portnum ] -t host prognum [ versnum ]
rpcinfo -a serv_address -T transport prognum [ versnum ]
rpcinfo -b [ -T transport ] prognum versnum

rpcinfo -d [ -T transport ] prognum versnum

DESCRIPTION

rpcinfo  makes an RPC call to an RPC server and reports what it finds.

In the first synopsis, rpcinfo lists all the registered RPC services with rpcbind  on host. If host is not
specified, the local host is the default. If -S is used, the information is displayed in a concise format.

In the second synopsis, rpcinfo  lists all the RPC services registered with rpcbind , version 2. Also
note that the format of the information is different in the first and the second synopsis. This is because the
second synopsis is an older protocol used to collect the information displayed (version 2 of the rpchind
protocol).

The third synopsis makes an RPC call to procedure O of prognum and versnum on the specified host and
reports whether a response was received. transport is the transport which has to be used for contacting the
given service. The remote address of the service is obtained by making a call to the remote rpchind

The prognum argument is a number that represents an RPC program number (see rpc(4)).

If a versnum is specified, rpcinfo attempts to call that version of the specified prognum. Otherwise,
rpcinfo attempts to find all the registered version numbers for the specified prognum by calling version
0, which is presumed not to exist; if it does exist, rpcinfo  attempts to obtain this information by calling
an extremely high version number instead, and attempts to call each registered version. Note that the ver-
sion number is required for -b and -d options.

The other ways of using rpcinfo  are described in the EXAMPLES section.

Options
-T transport Specify the transport on which the service is required. If this option is not specified,
rpcinfo  uses the transport specified in the NETPATHenvironment variable, or if that is
unset or null, the transport in the netconfig(4) database is used. This is a generic option,
and can be used in conjunction with other options as shown in the SYNOPSIS.

-a serv_address
Use serv_address as the (universal) address for the service on transport to ping procedure
0 of the specified prognum and report whether a response was received. The -T option is
required with the -a option.

If versnum is not specified, rpcinfo tries to ping all available version numbers for that
program number. This option avoids calls to remote rpchind to find the address of the
service. The serv_address is specified in universal address format of the given transport.

-b Make an RPC broadcast to procedure O of the specified prognum and versnum and report
all hosts that respond. If transport is specified, it broadcasts its request only on the
specified transport. If broadcasting is not supported by any transport, an error message is
printed. Use of broadcasting should be limited because of the potential for adverse effect on
other systems.
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-d Delete registration for the RPC service of the specified prognum and versnum. If transport
is specified, unregister the service on only that transport, otherwise unregister the service
on all the transports on which it was registered. Only the owner of a service can delete a
registration, except the super-user who can delete any service.

- Display a list of entries with a given prognum and versnum on the specified host. Entries
are returned for all transports in the same protocol family as that used to contact the
remote rpchind

-m Display a table of statistics of rpchind operations on the given host. The table shows
statistics for each version of rpchind  (versions 2, 3 and 4), giving the number of times
each procedure was requested and successfully serviced, the number and type of remote
call requests that were made, and information about RPC address lookups that were han-
dled. This is useful for monitoring RPC activities on host.

-N portnum Use portnum as the port number for the -t and -u options instead of the port number
given by rpchind . Use of this option avoids a call to the remote rpcbind  to find out
the address of the service. This option is made obsolete by the -a option.

-p Probe rpcbind  on host using version 2 of the rpchind  protocol, and display a list of all
registered RPC programs. If host is not specified, it defaults to the local host. Note that
version 2 of the rpchind  protocol was previously known as the portmapper protocol.

-S Display a concise list of all registered RPC programs on host. If host is not specified, it
defaults to the local host.

-t Make an RPC call to procedure 0 of prognum on the specified host using TCP, and report
whether a response was received. This option is made obsolete by the -T option as shown
in the third synopsis.

-u Make an RPC call to procedure 0 of prognum on the specified host using UDP, and report
whether a response was received. This option is made obsolete by the -T option as shown
in the third synopsis.

EXAMPLES
To show all of the RPC services registered on the local machine use:
example% rpcinfo
To show all of the RPC services registered with rpchind  on the machine named klaxon use:

example% rpcinfo klaxon -
To show whether the RPC service with program number prognum and version versnum is registered on the
machine named klaxon for the transport TCP use:

example% rpcinfo -T tcp klaxon prognum versnum r

To show all RPC services registered with version 2 of the rpcbind  protocol on the local machine use:
example% rpcinfo -p
To delete the registration for version 1 of the walld (program number 100008 ) service for all transports

use:
example# rpcinfo -d 100008 1
or
example# rpcinfo -d walld 1
AUTHOR

rpcinfo  was developed by Sun Microsystems, Inc.

SEE ALSO
rpchind(1M), rpc(3N), netconfig(4), rpc(4).
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NAME
rpr - repair parity information in an HP SCSI disk array LUN

SYNOPSIS
rpr -b  block device_file

DESCRIPTION
rpr repairs the data parity information on a LUN in an HP SCSI disk array when the LUN is configured in a
data redundant RAID-level (RAID_1, RAID_3, or RAID_5). block is the logical address of the data block
corresponding to the parity block needing repair. block is specified using the -b parameter. device_file is
the name of the device file for the LUN.

Use scn (see scn(1M)) to identify data blocks that do not have correct parity blocks.

RETURN VALUE
rpr returns the following values:

0  Successful completion.
-1 Command failed (an error occurred).

DIAGNOSTICS AND ERRORS
Errors can originate from problems with:

o rpr
e SCsI (device level) communications
« system calls

Error messages generated by rpr:
usage: rpr -b block> <special>
rpr encountered an error in command syntax. Re-enter the command with all required arguments,
in the order shown.

rpr: LUN does not exist
The addressed LUN is not configured, and is not known to the array controller.

rpr: LUN # too big
The LUN number, derived from the device file name, is out of range.

rpr: Not a raw file
rpr must be able to open the device file for raw access.

rpr: Transfer length error
The amount of data actually sent to or received from the device was not the expected amount.

rpr: Not an HP SCSI disk array
The device being addressed is not an HP SCSI disk array.

SCSI (device level) communication errors:
Sense data associated with the failed operation is printed.

Error messages generated by system calls:
rpr uses the following system calls:

malloc() ,free() ,stat() ,open() ,close() ,fopen() ,fclose() ,read() ., write() ,
unlink()  , andioctl() .

Documentation for these HP-UX system calls contains information about the specific error conditions associ-
ated with each call. rpr does not alter the value of errno . The interpretation of errno for printing
purposes is performed by the system utility strerror()

EXAMPLES
To repair block 12345 of the LUN /dev/rdsk/c2t6d0 on a series 800:
rpr -b 12345  /dev/rdsk/c2t6d0
DEPENDENCIES

The HP C2425 and HP C2427 disk arrays are only supported on Series 700 systems running HP-UX version
9.0X.
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The HP C2430 disk array is supported on Series 700 and 800 systems running HP-UX versions 9.0X and
10.0X.

AUTHOR
rpr was developed by HP.

SEE ALSO
scn(1M).
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NAME
rquotad - remote quota server

SYNOPSIS
lusr/shin/rpc.rquotad

DESCRIPTION
rquotad is an RPC server that returns quotas for a user of a local file system currently mounted by a
remote machine by means of NFS (see rpc(3C)). The results are used by quota to display user quotas for
remote file systems (see quota(1)). rquotad is normally invoked by inetd (see inetd(1M)).

AUTHOR
Disk Quotas were developed by the University of California, Berkeley, Sun Microsystems, Inc., and HP.
FILES
directory/quotas Quota statistics static storage for a file system, where directory is the root of the
file system.
SEE ALSO

inetd(1M), rpc(3C), services(4), quota(s), nfs(7).
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NAME
rstatd - kernel statistics server

SYNOPSIS
lusr/lib/netsvc/rstat/rpc.rstatd [-I  log_file] [-e N ]

DESCRIPTION
rstatd is an RPC server that returns performance statistics obtained from the kernel. The rup utility
prints this information (see rup(1)).

inetd invokes rstatd through /etc/inetd.conf (see inetd(1M)).
Options
rstatd  recognizes the following options and command-line arguments:

-l log_file Log any errors to the named log file, log_file. Errors are not logged if the -l option
is not specified.

Information logged to the file includes date and time of the error, the host name, pro-
cess ID and name of the function generating the error, and the error message. Note
that different services can share a single log file because enough information is
included to uniquely identify each error.

-e Exit after serving each RPC request. Using the -e option, the inetd security file
/var/fadm/inetd.sec can control access to RPC services.

-n Exit only if
* portmap dies (see portmap(1M)),
« another rpc.rstatd registers with portmap , or
» rpc.rstatd becomes unregistered with portmap.
The -n option is more efficient since a new process is not launched for each RPC
request. Note, this option is the default.

AUTHOR
rstatd  was developed by Sun Microsystems, Inc.

SEE ALSO
rup(l), inetd(1M), portmap(1M), inetd.conf(4), inetd.sec(4), services(4).
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NAME
runacct - run daily accounting

SYNOPSIS
/usr/sbin/acct/runacct [mmdd [state ]]

DESCRIPTION
runacct is the main daily accounting shell procedure. It is normally initiated via cron(1M). runacct
processes connect, fee, disk, and process accounting files. It also prepares summary files for prdaily or bil-
ling purposes.

runacct takes care not to damage active accounting files or summary files in the event of errors. It records
its progress by writing descriptive diagnostic messages into active . When an error is detected, a mes-

sage is written to /dev/console , mail (see mail(1), mailx(1), or elm(1)) is sent to root and adm, and
runacct terminates. runacct uses a series of lock files to protect against re-invocation. The files lock and
lockl are used to prevent simultaneous invocation, and lastdate is used to prevent more than one
invocation per day.
runacct breaks its processing into separate, restartable states using statefile to remember the last
state completed. It accomplishes this by writing the state name into statefile . runacct then looks in
statefile to see what it has done and to determine what to process next. states are executed in the fol-
lowing order:

SETUP Move active accounting files into working files.

WTMPFIX Verify integrity of wtmp file, correcting date changes if necessary.

CONNECT Produce connect session records in tacct.h format.

PROCESS Convert process accounting records into tacct.h format.

MERGE Merge the connect and process accounting records.

FEES Convert output of chargefee into tacct.h format and merge with connect and pro-

cess accounting records.
DISK Merge disk accounting records with connect, process, and fee accounting records.

MERGETACCT Merge the daily total accounting records in daytacct with the summary total
accounting records in /var/adm/acct/sum/tacct

CMS Produce command summaries.
USEREXIT Any installation-dependent accounting programs can be included here.
CLEANUP Cleanup temporary files and exit.

To restart runacct after a failure, first check the active file for diagnostics, then fix up any corrupted
data files such as pacct or wtmp. The lock files and lastdate  file must be removed before runacct
can be restarted. The argument mmdd is necessary if runacct is being restarted, and specifies the month
and day for which runacct will rerun the accounting. Entry point for processing is based on the contents of
statefile ; to override this, include the desired state on the command line to designate where processing
should begin.

EXAMPLES
To start runacct.
nohup runacct 2> Ivar/fadm/acct/nite/fd2log &
To restart runacct.
nohup runacct 0601 2>> Ivar/fadm/acct/nite/fd2log &
To restart runacct at a specific state.
nohup runacct 0601 MERGEZ2>> /var/adm/acct/nite/fd2log &
WARNINGS
Normally it is not a good idea to restart runacct in its SETUPstate. Run SETUPmanually, then restart via:
runacct mmdd WTMPFIX
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If runacct failed in its PROCESState, remove the last ptacct file because it will not be complete.

FILES
Ivar/ladm/acct/nite/active
/var/ladm/acct/nite/daytacct
Ivar/ladm/acct/nite/lastdate
/var/ladm/acct/nite/lock
Ivar/ladm/acct/nite/lockl
/var/ladm/pacct O
Ivar/ladm/acct/nite/ptacct O mmdd
Ivar/ladm/acct/nite/statefile
Ivarladm/wtmp

SEE ALSO
mail(1), acct(1M), acctcms(1M), acctcom(1M), acctcon(1M), acctmerg(1M), acctprc(1M), acctsh(1M),
cron(1M), fwtmp(1M), acct(2), acct(4), utmp(4).

STANDARDS CONFORMANCE
runacct :SVID2, SVID3
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NAME
rusersd - network username server

SYNOPSIS
lusr/lib/netsvc/rusers/rpc.rusersd [-I  log_file] [-e kN ]

DESCRIPTION
rusersd is an RPC server that returns a list of users on the network. The rusers command prints this
information (see rusers(1)).

inetd invokes rusersd through /etc/inetd.conf (see inetd(1M)).

Options
rusersd  recognizes the following options and command-line arguments:

-l log_file Log any errors to the named log file, log_file. Errors are not logged if the -| option is
not specified.

Information logged to the file includes date and time of the error, the host name, pro-
cess ID and name of the function generating the error, and the error message. Note
that different services can share a single log file since enough information is included
to uniquely identify each error.

-e Exit after serving each RPC request. Using the -e option, the inetd  security file
/var/adm/inetd.sec can control access to RPC services.
-n Exit only if

* portmap dies (see portmap(1M)),

« another rpc.rusersd registers with portmap , or

« rpc.rusersd becomes unregistered with portmap .
The -n option is more efficient because a new process is not launched for each RPC
request. This option is the default.

AUTHOR
rusersd  was developed by Sun Microsystems, Inc.

SEE ALSO
rusers(1), inetd(1M), portmap(1M), inetd.conf(4), inetd.sec(4), services(4).
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NAME
rwall - write to all users over a network
SYNOPSIS
/usr/sbin/rwall hostname ...
Jusr/sbin/rwall -n netgroup ...
/usr/sbin/rwall -h host -n netgroup

DESCRIPTION
rwall reads a message from standard input until EOF, then sends the message, preceded by the line
Broadcast Message ..., to all users logged in on the specified host machines. With the -n option,
rwall  sends the message to the specified network hosts defined in /etc/netgroup (see netgroup(4)).

A machine can only receive such a message if it is running rwalld , which is normally started from
/etc/inetd.conf by the inetd daemon (see inetd(1M)).

WARNINGS
The timeout is kept fairly short so that the message can be sent to a large group of machines (some of
which may be down) in a reasonable amount of time. Thus, the message may not get through to a heavily

loaded machine.

AUTHOR
rwall  was developed by Sun Microsystems, Inc.

FILES
/etc/inetd.conf

SEE ALSO
rwalld(1M), shutdown(1M), wall(1M), netgroup(4).
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NAME
rwalld - network rwall server
SYNOPSIS
lusr/lib/netsvc/rwall/rpc.rwalld [-I  log_file] [-e N ]

DESCRIPTION
rwalld is an RPC server that handles rwall  requests (see rwall(1)). rwalld calls wall to send a
message to all users logged into the host on which rwalld  is running (see wall(1)).

inetd invokes rwalld  through /etc/inetd.conf (see inetd(1M)).
Options
rwalld  recognizes the following options and command-line options:
-l log_file Log any errors to log_file. Errors are not logged if the -I  option is not specified.

Information logged to the log file includes date and time of the error, the host name,
process ID and name of the function generating the error, and the error message.
Note that different services can share a single log file because enough information is
included to uniquely identify each error.

-e Exit after serving each RPC request. Using the -e option, the inetd  security file
/var/fadm/inetd.sec can control access to RPC services.
-n Exit only if:

* portmap dies (see portmap(1M)),

+ another rpc.rwalld registers with portmap , or

» rpc.rwalld becomes unregistered with portmap .
The -n option is more efficient because a new process is not launched for each RPC request. Note, this
option is the default.

AUTHOR
rwalld was developed by Sun Microsystems, Inc.

SEE ALSO
inetd(1M), portmap(1M), rwall(1M), wall(1M), inetd.conf(4), inetd.sec(4), services(4).
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NAME

rwhod - system status server
SYNOPSIS

/usr/Ibin/rwhod [-s11[r1

DESCRIPTION
rwhod is the server that maintains the database used by rwho and ruptime (see rwho(1) and rup-
time(1)). rwhod sends status information to and receives status information from other nodes on the
local network that are running rwhod .

rwhod is started at system boot time if the RWHOD variable is set to 1 in the file
letc/rc.config.d/netdaemons )

As an information sender, it periodically queries the state of the system and constructs status messages
that are broadcast on a network.

As an information receiver, it listens for other rwhod servers status messages, validates them, then

records them in a collection of files located in the /var/spool/rwho directory.

By default, rwhod both sends and receives information. rwhod also supports the following options:
-S Configures server to be an information sender only.
-r Configures server to be an information receiver only.

Status messages are generated approximately once every three minutes. rwhod transmits and receives
messages at the port indicated in the who service specification (see services(4)). The messages sent and
received, are of the form:

struct outmp {

char out_line[8]; [* tty name */
char out_name[8]; [* user id */
) long out_time; [* time on */
struct whod {
char wd_vers;
char wd_type;
char wd_fill[2];
int wd_sendtime;
int wd_recvtime;
char wd_hostname[32];
int wd_loadav[3];
int wd_boottime;
struct whoent {
struct outmp we_utmp;
int we_idle;
) } wd_we[1024 / sizeof (struct whoent)];

All fields are converted to network byte order before transmission. System load averages are calculated
from the number of jobs in the run queue over the last 1-, 5- and 15-minute intervals. The host name
included is the one returned by the gethostname() system call (see gethostname(2)). The array at the
end of the message contains information about the users logged in on the sending machine. This informa-
tion includes the contents of the utmp entry for each non-idle terminal line and a value indicating the time
since a character was last received on the terminal line (see utmp(4)).

rwhod discards received messages if they did not originate at a rwho server's port, or if the host's
name, as specified in the message, contains any unprintable ASCII characters.

Valid messages received by rwhod are placed in files named whod. hostname in the
Ivar/spool/rwho directory. These files contain only the most recent message in the format described
above.

WARNINGS
rwhod does not relay status information between networks. Users often incorrectly interpret the server
dying as a machine going down.
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AUTHOR

rwhod was developed by the University of California, Berkeley.
FILES

Ivar/spool/rwho/whod.* Information about other machines.
SEE ALSO

rwho(1), ruptime(1).
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NAME
sal, sa2, sadc - system activity report package
SYNOPSIS
/usr/lbin/sa/sal [t n]
/usr/lbin/sa/sa2 [-ubdycwaqvmA 1 [-s time] [-e time] [ sec]
/usr/lbin/sa/sadc [t n] [ofile]

DESCRIPTION
System activity data can be accessed at the special request of a user (see sar(1)) and automatically on a rou-
tine basis as described here. The operating system contains a number of counters that are incremented as
various system actions occur. These include CPU utilization counters, buffer usage counters, disk and tape
1/0 activity counters, tty device activity counters, switching and system-call counters, file-access counters,
queue activity counters, and counters for inter-process communications.

sadc and shell procedures sal and sa2 are used to sample, save, and process this data.

sadc , the data collector, samples system data n times every t seconds and writes in binary format to ofile
or to standard output. If t and n are omitted, a special record is written. This facility is used at system
boot time to mark the time at which the counters restart from zero. Executing the following command in a
system startup script:

/usr/lbin/sa/sadc /var/adm/sa/sa‘date +%0d"

writes the special record to the daily data file to mark the system restart. Instructions for creating system
startup scripts may be found in the 10.0 File System Layout White Paper, which is online in file
lusr/share/doc/filesys.ps

The shell script sal, a variant of sadc, is used to collect and store data in binary file
/var/adm/sa/sa dd where dd is the current day. The arguments t and n cause records to be written n
times at an interval of t seconds, or once if omitted. The following entries, if placed in crontab , produce
records every 20 minutes during working hours and hourly otherwise (see cron(1M)):

0 * * * 0,6 /usr/lbin/sa/sal
0 8-17 * * 1-5 /usr/lbin/sa/sal 1200 3
0 18-7 * * 1-5 /usr/lbin/sa/sal

The shell script sa2, a variant of sar , writes a daily report in file /var/adm/sa/sar dd. The options
are explained in sar(1). The following crontab entry reports important activities hourly during the

working day:
5 18 * * 1-5 Jusr/lbin/sa/sa2 -s 8:00 -e 18:01 -i 3600 -A
The structure of the binary daily data file is:
struct sa {
struct sysinfo si; [* see lusrfinclude/sys/sysinfo.h  */ S
int  sztext; [* current entries of text table */
int  szinode; /* current entries of inode table */
int szfile; /* current entries of file table */
int szproc; /* current entries of proc table */
int  msztext; [* size of text table */
int  mszinode; /* size of inode table */
int  mszfile; [* size of file table */
int  mszproc; /* size of proc table */
long textovf; /* cumul. overflows of text table */
long inodeovf; /* cumul. overflows of inode table */
long fileovf; /* cumul. overflows of file table */
long procovf; /* cumul. overflows of proc table */
time_t ts; /* time stamp, seconds */
long devio[NDEVS][4]; /* device info for up to NDEVS units */
#define I0_OPS 0 /* cumul. /O requests */
#define IO_BCNT 1 /* cumul. blocks transferred */
#define 1I0_ACT 2 /¥ cumul. drive busy time in ticks */
#define IO_RESP 3 /* cumul. 1/O resp time in ticks */
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FILES
/tmp/sa.  adrfl address file
/var/adm/sa/sa dd daily data file
/var/adm/sa/sar dd daily report file
SEE ALSO

cron(1M), sar(1), timex(1).

STANDARDS CONFORMANCE
sal: SVID2, SVID3
sa2: SVID2, SVID3

sadc : SVID2, SVID3
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NAME
sam - system administration manager

SYNOPSIS
/usr/sbin/sam [-display display] [-f login] [-r ]

DESCRIPTION
The sam command starts a menu-driven System Administration Manager program (SAM) for performing
system administration tasks with only limited, specialized knowledge of the HP-UX operating system.
SAM discovers most aspects of a system's configuration through automated inquiries and tests. Help
menus describe how to use SAM and perform the various management tasks. Press the F1 function key for
help on a currently highlighted field and for more information not covered in this manpage. Status mes-
sages and a log file monitor keep the user informed of what SAM is doing.

Running SAM
SAM has been tuned to run in the Motif environment, but it can be run on text terminals as well. To run
SAM in the Motif environment, be sure that Motif has been installed on your system, and that the
DISPLAY environment variable is set to the system name on which the SAM screens should be displayed
(or use the -display ~ command line option).

Generally, SAM requires superuser (user root ) privileges to execute successfully. However, SAM can be
configured (through the use of "Restricted SAM"; see below) to allow subsets of its capabilities to be used by
non-root users. When Restricted SAM is used, non-root users are promoted to root when necessary to
enable them to execute successfully.

Options
SAMrecognizes the following options.
-display display Set the DISPLAY value for the duration of the SAM session.

-f login Execute SAM with the privileges associated with the specified login. When used
in conjunction with -r , the Restricted SAM Builder is invoked and initialized
with the privileges associated with the specified login. You must be a superuser
to use this option. See “"Restricted SAM" below for more information.

-r Invoke the Restricted SAM Builder. This enables the system administrator to
provide limited non-superuser access to SAM functionality. You must be a
superuser to use this option. See "Restricted SAM" below for more information.

SAM Functional Areas
SAM performs these system administration tasks:
Auditing and Security (Trusted Systems)

e Set global system security policies - Add, modify and remove commands from the list of Authenti-
cated commands.

e Turn the Auditing system on or off.

e Set the parameters for the Audit Logs and Size Monitor.

« View all or selected parts of the audit logs.

* Modify (or view) which users, events, and/or system calls get audited.
e Convert your system to a Trusted System.

» Convert your system to a non-Trusted System.
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Backup and Recovery

* Interactively back up files to a valid backup device (cartridge tape, cartridge tape autochanger,
magnetic tape, DAT, magneto-optical disk, or magneto-optical disk autochanger). The SAM inter-
face is suspended so that you can read and/or respond to the interactive messages produced by
fbackup (see fhackup(1M)).

¢ Recover files online from a valid backup device. The SAM interface is suspended so that you can
read/respond to the interactive messages produced by frecover  (see frecover (1M)).

e Add to, delete from, or view the automated backup schedule.
* Obtain a list of files from a backup tape.
e View various backup and recovery log files.

Disk and File Systems Management

e Add, configure, or unconfigure disk devices, including hard drives, floppy drives, CD-ROMs,
magneto-optical devices and disk arrays.

* Add, modify, or remove local file systems, or convert them to long file names.
e Configure HFS or VXFS file systems.
¢ Remote (NFS) file systems configuration, including:
e Add, modify, or remove remote (NFS) file systems.
* Allow or disallow access by remote systems to local file systems.
¢ Modify RPC (Remote Procedure Call) services' security.
* Add, remove, or modify device or file system swap.
* Change the primary swap device.
e Add, modify, or remove dump devices.
« Examine, create, extend, or reduce a volume-group pool of disks.
« Create, extend or change number of mirrored copies of a logical volume and associated file system.
¢ Remove a logical volume or increase its size.
« Split or merge mirrored copies of a logical volume.

e Share or unshare volume groups (only on ServiceGuard clusters running MC/LockManager distri-
buted lock-manager software).

Kernel and Device Configuration
* Add/remove static drivers and DLKM modules to/from a kernel.
¢ Modify static and dynamic tunable parameter values in the kernel.
* Modify dump device configuration in the kernel.
e Add or remove optional subsystems such as NFS, LAN, NS, CD-ROM, etc.
* Generate a new kernel.
Networks/Communications
e Configure one or more LAN cards.
e Configure ARPA services.
* Configure the Network File System (NFS).

e Configure X.25 card or cards and PAD (Packet Assembler/Disassembler) services (if X.25 has been
purchased).

Peripheral Devices Management

e Administer the LP spooler or Distributed Print Services and associated printers and plotters (see
"Printer and Plotter Management" below).

« Add, modify, or remove the configuration of disk devices.
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* Add or remove terminals and modems.

« Configure terminal security policies (Trusted Systems only).

e Lock and unlock terminals (Trusted Systems only).

* Add or remove tape drives.

* Add or remove hardware interface cards.

* View current configuration of peripherals and disk space information.

Printer and Plotter Management
SAM supports two methods for managing printers and plotters:

e LP Spooler - Manage local, remote, and networked printers and plotters.

« HP Distributed Print Service (HPDPS) - Manage physical printers (parallel, serial, or network
interface and remote printers), logical printers, print queues, spoolers, and supervisors.

Process Management
« Kill, stop or continue processes.
* Change the nice priority of processes.
* View the current status of processes.
e Schedule periodic tasks via cron.
e View current periodic (cron) tasks.
¢ Run performance monitors.

« Display system properties such as: machine model and ID; number of installed processors, their
version and speed; operating-system release version; swap statistics, real, physical, and virtual
memory statistics; network connection information.

Remote Administration

* Configure remote systems for remote administration.

* Execute SAM on systems configured for remote administration.
Routine Tasks

e Shut down the system.

¢ View and remove large files. Specify size and time-since-accessed of large files to display or
remove.

¢ View and remove unowned files. Specify size and time-since-accessed of unowned files to display or
remove.

* View and remove core files.

¢ View and trim ASCII or non-ASCII log files. Add or remove files from the list of files to monitor.
Set recommended size for trimming.

User and Group Account Management
e Add, remove, view, and modify user accounts.
* Modify a user account’s group membership.
e Set up password aging for a user account.
* Add, remove, view, and modify groups.
» Deactivate and reactivate user accounts.
* Manage trusted system security policies on a per-user basis.
Adding New Functionality to SAM
You can easily add stand-alone commands, programs, and scripts to SAM. SAM is suspended while the exe-
cutable program is running. When it finishes, the SAM interface is restored. You can also write your own

help screen for each menu item you create. To add functionality to SAM, select the "Add Custom Menu
Item" or "Add Custom Menu Group" action items from the SAM Areas menu. (Note that the new item is
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added to the hierarchy that is currently displayed, so you need to navigate to the desired hierarchy before
adding the item.)

Restricted SAM

SAM can be configured to provide a subset of its functionality to certain users or groups of users. It can
also be used to build a template file for assigning SAM access restrictions on multiple systems. This is done
through the Restricted SAM Builder. System administrators access the Restricted SAM Builder by invok-
ing SAM with the -r option (see "Options" above). In the Builder, system administrators may assign sub-
sets of SAM functionality on a per-user or per-group basis. Once set up, the -f option (see "Options"
above) can then be used by system administrators to verify that the appropriate SAM functional areas, and
only those areas, are available to the specified user.

A nonroot user that has been given Restricted SAM privileges simply executes /usr/shin/sam and sees
only those areas the user is privileged to access. For security reasons, the "List" and "Shell Escape" choices
are not provided. (Note that some SAM functional areas require the user to be promoted to root in order to
execute successfully. SAM does this automatically as needed.)

SAM provides a default set of SAM functional areas that the system administrator can assign to other
users. Of course, system administrators are able to assign custom lists of SAM functional areas to users as
necessary.

SAM Logging
All actions taken by SAM are logged into the SAM log file /var/sam/log/samlog . The log entries in
this file can be viewed via the SAM utility samlog_viewer  (see samlog_viewer(1)). samlog_viewer
can filter the log file by user name, by time of log entry creation, and by level of detail.

The "Options" menu in the SAM Areas Menu enables you to start a log file viewer and to control certain
logging options. These options include whether or not SAM should automatically start a log file viewer
whenever SAM is executed, whether or not SAM should trim the log file automatically, and what maximum
log file size should be enforced if automatic log file trimming is selected.

VT320 Terminal Support
Because the VT320 terminal has predefined local functions for keys labeled as F1, F2, F3 and F4, users
should use following mapping when they desire to use function keys:

HP or Wyse60 VT320 or HP 700/60 in VT320 mode

F1 PF2 (1)

F2 PF1 (1)

F3 spacebar

F4 PF3 (1)

F5 F10, [EXIT], F5 (2)

F6 none

F7 F18, first unlabeled key to right of Pause/Break (2)
F8 F19, second unlabeled key to right of Pause/Break (2)

(1) See the "Configuration: HP 700/60 in DEC mode, or DEC terminals with PC-AT-type key-
board" subsection below.

(2) When using PC-AT keyboard with HP 700/60 in VT320 mode.
Since DEC terminals do not support the softkey menu, that menu is not displayed on those terminals.

Many applications use TAB for forward navigation (moving from one field to another) and shift-TAB for
backward navigation. Users having DEC terminals or using terminals in DEC emulation modes such as
VT100 or VT320 may note that these terminals/emulators may produce the same character for TAB and
shift-TAB. As such, it is impossible for an application to distinguish between the two and both of them are
treated as if the TAB key was pressed. This presents an inconvenience to users if they want to go back-
ward. In most cases, they should complete rest of the input fields and get back to the desired field later.

VT100 Terminal Support
VT100 does not allow the F1-F8 function keys to be configured. Therefore, the following keyboard map-
pings apply to VT100 terminals:

HP or Wyse60 VT100 or HP 700/60 in VT100 mode
F1 P